Behavior Problems at School for Boys and Girls:

The Role of Risk and Protective Factors

Dr. Ellis Gesten's Data

The Questions and Data

Study Questions or Objectives

1.  Do risk and protective factors both predict behavior problems at school?  

Do measures of both risk and protective factors account for unique variance in a measure of behavior problems for school children?

2.  Are the relations between the independent variables (risk and protective factors) and the dependent variables the same for boys and girls? 

 Are the regressions the same?  Are the correlations the same?

The AML is a measure of behavior problems.  The AML is completed by a teacher regarding a student.   The risk and protective factors scales are completed by the student.  The risk measure is called the "hassles" scale and the protective measure is called the "uplifts" scale.

Questionnaires or Measures

The AML-R contains 12 items.  For each item, the teacher rates the child's behavior as observed since the beginning of the school year according to the following scale:

1= never, 2=seldom (once or twice), 3=moderately often (more than 2x month, less 1x week), 4=often (once a week, less than daily), 5=most or all the time (1x a day or more).

This child:

1.  Gets into fights or quarrels with classmates

2.  has to be coaxed to play or work with peers

3.  is confused with school work

4.  is restless

5.  is unhappy

6.  gets off-task

7.  disrupts class discipline

8.  feels hurt when criticized

...

The Hassles scale contains 25 items.  For each item, the child responds according to three scales.  The first scale asks how often the item has occurred since the start of the school year: 1=never 2=sometimes 3=often 4=very often.  The second scale asks how the child feels about the occurrence of the item: 1=did not feel bad, 2=felt sort of bad, 3=felt very bad.  The third scale asks whether the student could control the item: 1= could stop this, 2= could not stop this.  Items:

1.  Kids at school teased you.

2.  You had to clean up your room.

3.  You were punished for something you didn't do.

4.  You got punished when you did something wrong.

5.  Your pet died.

6.  Your best friend said they didn't want to be your friend.

7.  You mother or father wasn't home when they said they would be home.

8.  You lost something.

The Uplifts scale is similar to the hassles scale in that it also contains 25 items. Each part requires a two-part response.  The first part asks about frequency of occurrence:  1=never, 2=sometimes, 3=often, 4=very often.  The second part concerns control: 1=I could make this happen, 2=I could not make this happen.  Sample items:

1.  You got a good mark at school.

2.  You got a present you really wanted.

3.  You won a game.

4.  You found something you thought you'd lost.

5.  You helped your brother or sister.

6.  Your teacher was pleased with you.

7.  You went out to eat.

8.  Friends wanted to be on your team.

Data

I received copies of the questionnaires, along with a computer data file of responses from teachers and children.  The file looked something like this:

data d1;

 input GRADE2 1 sex 9  RACE 17 hassle 25-26

  uplift 33-34 AML 40-42;

cards;

5       1       1       21      56      25      21      56

5       1       1       19      45      46      19      45

5       1       1       28      75      37      28      75

4       1       1       28      45      39      28      45

5       1       1       25      45      16      25      45

5       1       1       21      49      23      21      49

5       1       2       51      27      51      51      27

4       1       1       31      40      28      31      40

3       1       1       37      50              37      50

4       1       3       36      44      18      36      44

4       1       1       28      31      12      28      31

5       1       1       13      53      33      13      53

5       1       1       40      53      16      40      53

3       1       4       24      52      22      24      52

4       1       1       24      47      20      24      47

4       1       3       33      30      28      33      30

4       1       1       22      27      44      22      27

5       1       1       49      31      37      49      31

4       1       1       30      51      18      30      51

5       1       1       24      58      26      24      58

5       1       1       29      36      36      29      36

3       1       2       16      50      35      16      50

4       1       1       44      39              44      39

3       1       1       36      51              36      51

5       1       1       50      38      37      50      38

4       1       1       50      54      18      50      54

5       1       1       20      41              20      41

5       1       1       49      56      31      49      56

5       1       4       30      44      22      30      44

5       1       1       35      23      25      35      23

4       1       3       20      47      35      20      47

3       2       1       40      36              80      72

3       2       1       58      58      27      116     116

3       2       1       63      34      40      126     68

3       2       1       44      58      26      88      116

3       2       1       25      43      30      50      86

3       2       1       21      46      31      42      92

3       2       1       54      44      32      108     88

5       2       1       36      42      23      72      84

5       2       1       23      43      23      46      86

4       2       1       27      50      22      54      100

5       2       1       24      41      15      48      82

5       2       1       32      47      17      64      94

4       2       1       16      55      16      32      110

4       2       1       28      37      26      56      74

4       2       1       19      37      18      38      74

3       2       1       4       56      12      8       112

3       2       1       31      44              62      88

... lots more, note that blank is missing.

[Technical note.  Whenever you receive data in electronic form from someone else, you should verify the computer data against something known, such as the raw paper data, previously computed means and standard deviations, etc.  Otherwise, you are likely to analyze the wrong data, or end up with some mistakes.  Ray and Ellis gave me some SPSS regression printouts to check against my own.]

Data Description and Preliminary Analysis

According to SAS, there were a total of 700 people in the data set.  Of these, 346 were male and 354 were female.  For the total sample, plots of the major variables looked like this:
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Hassles and uplifts are good looking distributions.  The AML distribution, however, is very skewed.  The few people with very high scores might be overly influential in a correlation or regression analysis. We already know that we have about equal numbers of boys and girls, so that's okay.  The sample size for this study is very good, with about 700 people total, or 350 boys and girls each.

If we compare boys and girls on the study variables, we find (1=male, 2=female):
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The distributions of hassles and uplifts are similar for boys and girls.  The boys are a little more likely to exhibit problems as shown by the AML.

Correlations and Descriptive Statistics for the Total Sample

Variable          N       Mean    Std Dev        Sum    Minimum    Maximum

AML             583    24.5111    10.1995      14290    12.0000    60.0000

HASSLE          583    30.2298    10.7375      17624     4.0000    66.0000

UPLIFT          583    47.2401    10.4405      27541    19.0000    75.0000

SEX             583     1.4974     0.5004   873.0000     1.0000     2.0000

 Pearson Correlation Coefficients / Prob > |R| under Ho: Rho=0 / N = 583

                    AML           HASSLE           UPLIFT              SEX

AML             1.00000          0.23029         -0.18655         -0.14651

                 0.0              0.0001           0.0001           0.0004

HASSLE          0.23029          1.00000         -0.12847          0.00874

                 0.0001           0.0              0.0019           0.8331

UPLIFT         -0.18655         -0.12847          1.00000          0.05208

                 0.0001           0.0019           0.0              0.2093

SEX            -0.14651          0.00874          0.05208          1.00000

                 0.0004           0.8331           0.2093           0.0

Points to notice:

1. We have gone from 700 to 583  by keeping everyone who has a score on every study variable (listwise deletion).  All multivariate procedures such as multiple regression kick out anyone missing on any variable included in the model.

2. All the information we need to do ordinary regression is here.  We have the means, standard deviations, and correlations. 

3. AML, our behavioral DV, is correlated with each of our IVs (hassles, uplifts, and sex).  

4. Our IVs are not highly correlated with one another.  

Regression Models

Linearity & Homoscedasticity

We want to be confident that the regression model is a reasonable representation of our data.  The first way to check for this is through graphs.  Let's look first at graphs of hassles and uplifts with AML.
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We will also want to see these separately for boys and girls.
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[image: image5.emf]AML = 23.466 +0.1755HASSLE -0.1209UPLIFT
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Based on what I can see in these graphs, 

1. It looks as though relations between AML and the predictors are similar for boys and girls.

2. There is no marked evidence of heteroscedasticity.

3. There is no marked evidence of curves or bends in the data.

4. The worst departure from the expected pattern is the floor effect on the AML.  The minimum possible score appears to have been given to lots of children.  (From a theoretical standpoint, this makes sense.  Such a finding is only <perhaps> problematic from the standpoint of data analysis.)

Testing Sequence

We have 1 categorical variable (sex) and two continuous variables (hassles and uplifts).  We should follow the standard sequence of tests along with some regression diagnostics in making decisions based on our data.  For our first regression model, I will run the full model including interactions.  To compute the interaction terms, I will first subtract the means of the independent variables and then form cross-product terms.  After the regression model is run, I will examine the fit of the data to the model.
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This residual plot looks okay.  The floor effect on AML is quite pronounced, but otherwise there only a few nasty residuals.  I also looked at the influence analysis:

                           Hat Diag       Cov            INTERCEP   HASSLE

  Obs  Residual  Rstudent         H     Ratio    Dffits   Dfbetas   Dfbetas

    1    2.5982    0.2680    0.0075    1.0173    0.0233    0.0109   -0.0075

    2   22.2059    2.3012    0.0077    0.9639    0.2021    0.0900   -0.1053

    3   16.2115    1.6933    0.0272    1.0083    0.2834    0.0753    0.0288

    4   13.1963    1.3608    0.0037    0.9949    0.0829    0.0547   -0.0136

    5   -9.1338   -0.9414    0.0045    1.0057   -0.0629   -0.0375    0.0206

    6   -0.5720   -0.0590    0.0059    1.0164   -0.0045   -0.0023    0.0020

    7   17.0517    1.7777    0.0231    1.0010    0.2736    0.0737    0.1170

    8    0.6906    0.0711    0.0047    1.0152    0.0049    0.0028   -0.0002

    9         .     .        0.0055     .         .         .         .

   10   -9.7571   -1.0058    0.0045    1.0044   -0.0675   -0.0414   -0.0210

   11  -16.1441   -1.6727    0.0116    0.9930   -0.1811   -0.0646    0.0378

   12   11.8830    1.2303    0.0123    1.0071    0.1373    0.0485   -0.0770

   13  -11.1457   -1.1516    0.0086    1.0052   -0.1070   -0.0494   -0.0516

   14   -1.7403   -0.1793    0.0050    1.0152   -0.0127   -0.0073    0.0035

   15   -4.5762   -0.4714    0.0046    1.0128   -0.0319   -0.0188    0.0113

   16   -1.4277   -0.1476    0.0115    1.0220   -0.0159   -0.0058    0.0005

   17   16.5270    1.7196    0.0196    0.9995    0.2434    0.0644   -0.0864

   18    4.1669    0.4322    0.0179    1.0269    0.0584    0.0180    0.0265

   19   -7.2472   -0.7466    0.0040    1.0086   -0.0471   -0.0308   -0.0025

   20    3.2627    0.3366    0.0075    1.0169    0.0293    0.0139   -0.0048

   21    8.4685    0.8739    0.0071    1.0097    0.0741    0.0343   -0.0123

I'm not showing you all of the columns.  There are dfbetas for the other vectors in the model.  The variable of interest to me was Rstudent, which is the studentized residual computed when the observation is deleted from the analysis.  The large values of Rstudent are oddball observations that don't fit the model well.  I decided to delete any observation with an Rstudent greater than 3.0 in absolute value.  Before I show you what happens when I do this, the results of the first run without deleting anyone:


Model: MODEL1


Dependent Variable: AML


                           Analysis of Variance


                           Sum of         Mean


  Source          DF      Squares       Square      F Value       Prob>F


  Model            5   5998.25788   1199.65158       12.690       0.0001

  Error          577  54547.41965     94.53626

  C Total        582  60545.67753

      Root MSE       9.72298     R-square       0.0991

      Dep Mean      24.51115     Adj R-sq       0.0913

      C.V.          39.66756

                            Parameter Estimates

                    Parameter      Standard    T for H0:

   Variable  DF      Estimate         Error   Parameter=0    Prob > |T|

   INTERCEP   1     24.555635    0.40361049        60.840        0.0001

   HASSLE     1      0.199132    0.03804043         5.235        0.0001

   UPLIFT     1     -0.143780    0.03932096        -3.657        0.0003

   SEX        1     -2.889241    0.80709824        -3.580        0.0004

   SXH        1     -0.047763    0.07609583        -0.628        0.5305

   SXU        1      0.046254    0.07858127         0.589        0.5564

                 Standardized

   Variable  DF      Estimate

   INTERCEP   1    0.00000000

   HASSLE     1    0.20963591

   UPLIFT     1   -0.14717649

   SEX        1   -0.14175577

   SXH        1   -0.02514717

   SXU        1    0.02367411

Points to notice:

1. The model is statistically significant.  R-square is .0991.

2. All of the main effects are statistically significant.

3. The interactions are not statistically significant.

4. We need to test the interactions as a block, rather than individually, however.  Before doing that, however, I'm going to dump the deviant cases and rerun the analysis.
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Rerunning the analysis resulted in deleting 12 deviant observations(583-571 = 12).  The above scatterplot shows a little improvement in shape.

The regression results are as follows:

Dependent Variable: AML

                           Analysis of Variance

                           Sum of         Mean

  Source          DF      Squares       Square      F Value       Prob>F

  Model            5   7470.80779   1494.16156       20.695       0.0001

  Error          565  40792.23950     72.19865

  C Total        570  48263.04729

      Root MSE       8.49698     R-square       0.1548

      Dep Mean      23.84939     Adj R-sq       0.1473

      C.V.          35.62766

                            Parameter Estimates

                    Parameter      Standard    T for H0:

   Variable  DF      Estimate         Error   Parameter=0    Prob > |T|

   INTERCEP   1     23.859963    0.35639293        66.948        0.0001

   HASSLE     1      0.227216    0.03369092         6.744        0.0001

   UPLIFT     1     -0.157995    0.03499526        -4.515        0.0001

   SEX        1     -3.363919    0.71262078        -4.720        0.0001

   SXH        1     -0.048624    0.06738359        -0.722        0.4708

   SXU        1      0.037741    0.06992220         0.540        0.5896

                 Standardized

   Variable  DF      Estimate

   INTERCEP   1    0.00000000

   HASSLE     1    0.26447054

   UPLIFT     1   -0.17824468

   SEX        1   -0.18293365

   SXH        1   -0.02830675

   SXU        1    0.02129103

Points to notice:

1. The model is significant.  R-square has jumped up from .10 to .15.

2. Again, all the main effects are significant, but the interactions are not.

3. The standardized estimates have increased in absolute value.

Testing for the Interactions as a Block

Before we can test for the significance of the interactions as a block, we need to have a model to compare them to, that is, a model with all the main effects but no interactions.

Remember the formula:
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The larger model has the interactions included, the smaller model has them omitted.  So we need a regression for the smaller model.  It is:

in our case that amounts to:

Dependent Variable: AML


                           Analysis of Variance


                           Sum of         Mean


  Source          DF      Squares       Square      F Value       Prob>F

  Model            3   7404.79614   2468.26538       34.253       0.0001

  Error          567  40858.25114     72.06041

  C Total        570  48263.04729

      Root MSE       8.48884     R-square       0.1534

      Dep Mean      23.84939     Adj R-sq       0.1489

      C.V.          35.59354

                            Parameter Estimates

                    Parameter      Standard    T for H0:

   Variable  DF      Estimate         Error   Parameter=0    Prob > |T|

   INTERCEP   1     23.869665    0.35544260        67.155        0.0001

   HASSLE     1      0.229547    0.03346760         6.859        0.0001

   UPLIFT     1     -0.162933    0.03457731        -4.712        0.0001

   SEX        1     -3.345466    0.71163573        -4.701        0.0001

                 Standardized

   Variable  DF      Estimate

   INTERCEP   1    0.00000000

   HASSLE     1    0.26718411

   UPLIFT     1   -0.18381600

   SEX        1   -0.18193014

Therefore, R-square larger is .1548, R-square smaller is .1534, the larger k is 5, the smaller k is 3, and N is 571.  Therefore
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The resulting F is .47, which is not significant (p = .63).  I figured these with Excel, the spreadsheet program from Microsoft.  Therefore the difference in slopes is not statistically significant when tested as a block. 

When the interactions are not significant, we drop them and interpret the estimates from a model without interaction terms in it, that is, we interpret our main effects model.  This model says that all three main effects are significant.  Thus our conclusions would be:

1.  Hassles and uplifts (risk and protective factors) are both correlated with behavior problems.  Further, both add unique variance in the prediction of behavior problems when added to the regression equation after the other.

2.  Girls show less behavior problems than boys.

3.  Both boys and girls show similar relations behavior problems and both risk and protective factors.  More specifically, the regression results indicate identical slopes for both sexes, with boys showing a higher intercept.  That is, the risk and protective factors are associated with increases or decreases in the probability of behavior problems equally.  However, at every level, boys show more problems than do girls.

Collinearity Check

We know that the test for the difference in slopes is rather unpowerful in most cases.  Further, we have potential collinearity problems any time we begin to create terms by multiplying them or taking them to a power.  To check for collinearity problems, we will run some diagnostics.  To do this, I will no longer subtract the means of each variable before creating product terms (see Pedhazur for rationale).

The results for the full model are as follows:

Dependent Variable: AML


                           Analysis of Variance


                           Sum of         Mean


  Source          DF      Squares       Square      F Value       Prob>F


  Model            5   7470.80779   1494.16156       20.695       0.0001

  Error          565  40792.23950     72.19865

  C Total        570  48263.04729

      Root MSE       8.49698     R-square       0.1548

      Dep Mean      23.84939     Adj R-sq       0.1473

      C.V.          35.62766

                            Parameter Estimates

                    Parameter      Standard    T for H0:

   Variable  DF      Estimate         Error   Parameter=0    Prob > |T|

   INTERCEP   1     29.873370    6.57789176         4.541        0.0001

   HASSLE     1      0.300430    0.10679786         2.813        0.0051

   UPLIFT     1     -0.214822    0.10787652        -1.991        0.0469

   SEX        1     -3.657038    4.13901497        -0.884        0.3773

   SXH        1     -0.048624    0.06738359        -0.722        0.4708

   SXU        1      0.037741    0.06992220         0.540        0.5896

                                   Variance

   Variable  DF     Tolerance     Inflation

   INTERCEP   1     .            0.00000000

   HASSLE     1    0.09680821   10.32970237

   UPLIFT     1    0.10099779    9.90120632

   SEX        1    0.02952734   33.86692268

   SXH        1    0.05388868   18.55677160

   SXU        1    0.03051402   32.77182625

Collinearity Diagnostics

                       Condition  Var Prop  Var Prop  Var Prop  Var Prop

  Number  Eigenvalue       Index  INTERCEP  HASSLE    UPLIFT    SEX

       1     5.63357     1.00000    0.0001    0.0003    0.0001    0.0001

       2     0.17581     5.66065    0.0003    0.0214    0.0039    0.0006

       3     0.14857     6.15778    0.0038    0.0099    0.0053    0.0030

       4     0.03625    12.46651    0.0224    0.0047    0.0264    0.0269

       5     0.00485    34.07651    0.0168    0.6830    0.1384    0.0098

       6   0.0009442    77.24217    0.9565    0.2807    0.8259    0.9598


          Var Prop  Var Prop


  Number  SXH       SXU


       1    0.0003    0.0001


       2    0.0176    0.0041


       3    0.0138    0.0048


       4    0.0062    0.0185

       5    0.7098    0.1681

       6    0.2523    0.8043
Points to notice:

1. R-square for the full model is still .1548.  Note, however, that the effect for sex is not significant.  The difference is because I subtracted the means of each main effect in the prior analysis.

2. The variance inflation factors don't look too good, especially for any term with sex in it. (hmmm.) Tolerance and VIF are reciprocals, so they have to tell the same story.

3. The collinearity diagnostics show two large condition indices (5 and 6 are both larger than 30).  Hassle and sex*hassle are associate with 5, and uplift, sex and uplift*sex are associated with 6.  Therefore, not too suprisingly, the interaction terms are causing collinearity problems.

The results for the model with main effects only:


Dependent Variable: AML


                           Analysis of Variance


                           Sum of         Mean


  Source          DF      Squares       Square      F Value       Prob>F


  Model            3   7404.79614   2468.26538       34.253       0.0001

  Error          567  40858.25114     72.06041

  C Total        570  48263.04729

      Root MSE       8.48884     R-square       0.1534

      Dep Mean      23.84939     Adj R-sq       0.1489

      C.V.          35.59354

                            Parameter Estimates

                    Parameter      Standard    T for H0:

   Variable  DF      Estimate         Error   Parameter=0    Prob > |T|

   INTERCEP   1     29.574958    2.26847883        13.037        0.0001

   HASSLE     1      0.229547    0.03346760         6.859        0.0001

   UPLIFT     1     -0.162933    0.03457731        -4.712        0.0001

   SEX        1     -3.345466    0.71163573        -4.701        0.0001

                                   Variance

   Variable  DF     Tolerance     Inflation

   INTERCEP   1     .            0.00000000

   HASSLE     1    0.98391089    1.01635220

   UPLIFT     1    0.98118513    1.01917566

   SEX        1    0.99694311    1.00306626


                         Collinearity Diagnostics


                       Condition  Var Prop  Var Prop  Var Prop  Var Prop


  Number  Eigenvalue       Index  INTERCEP  HASSLE    UPLIFT    SEX


       1     3.80301     1.00000    0.0017    0.0070    0.0030    0.0065

       2     0.10784     5.93832    0.0003    0.6592    0.0191    0.2798

       3     0.07209     7.26342    0.0203    0.1035    0.2739    0.6061

       4     0.01706    14.93091    0.9777    0.2303    0.7040    0.1076

Note that this model still has an R-square of .1534, so the F test of the difference in models (the test for the interactions as a block) would be identical.  As you can see, there are no collinearity problems associated with the main effects model.  There are no large variance inflation factors, nor are there any large condition indices.

Because of the power and colliearity problems associated with this kind of model, Pedhazur recommends a liberal alpha be used when testing for interactions.  My conclusion is the regression slopes for boys and girls are either identical or so nearly equal that they are essentially identical.  There are several lines of evidence to support this.  First the difference in R-square for the two models (main effects vs. main effects plus interactions) is .007, which is rather small.  Second, there are large numbers of people in each group, so the separate regressions can be estimated with some accuracy.  Third the p value of the difference was .63 which is quite high, even for an extremely liberal alpha. 

Testing for Different Correlations

Although the regressions are not different, the correlations could be different because correlations and regressions are not the same thing.

If we compute correlations separately for boys and girls, we find the following:

Boys


Variable          N       Mean    Std Dev        Sum    Minimum    Maximum


AML             289    25.5709     9.3335       7390    12.0000    54.0000


HASSLE          342    30.4591    11.0333      10417     5.0000    65.0000


UPLIFT          342    46.2485    11.2479      15817    10.0000    75.0000

       Pearson Correlation Coefficients / Prob > |R| under Ho: Rho=0

       / Number of Observations

                            AML            HASSLE            UPLIFT

       AML              1.00000           0.33768          -0.27278

                         0.0               0.0001            0.0001

                            289               289               289

       HASSLE           0.33768           1.00000          -0.24781

                         0.0001            0.0               0.0001

                            289               342               342

       UPLIFT          -0.27278          -0.24781           1.00000

                         0.0001            0.0001            0.0

                            289               342               342

Girls


Variable          N       Mean    Std Dev        Sum    Minimum    Maximum


AML             282    22.0851     8.7349       6228    12.0000    52.0000

HASSLE          346    30.5665    10.4982      10576     4.0000    66.0000

UPLIFT          346    47.5954     9.6827      16468    22.0000    72.0000

       Pearson Correlation Coefficients / Prob > |R| under Ho: Rho=0

       / Number of Observations

                            AML            HASSLE            UPLIFT

       AML              1.00000           0.24984          -0.15956

                         0.0               0.0001            0.0073

                            282               282               282

       HASSLE           0.24984           1.00000          -0.03156

                         0.0001            0.0               0.5585

                            282               346               346

       UPLIFT          -0.15956          -0.03156           1.00000

                         0.0073            0.5585            0.0

                            282               346               346

Using the Fisher r to z test and the formula for independent samples, we can test for the difference in each of the above correlations.
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When we do, we find the following values

For AML & Hassles, z = 1.144, n.s., for AML & Uplift, z =-1.41, n.s., and for Hassles & Uplift, z = -2.89, p < .01.  Therefore the only statistically significant difference is for the correlation between Uplifts and Hassles, which is larger for boys.

Back to the original questions:

Study Questions or Objectives

1.  Do risk and protective factors both predict behavior problems at school?  Yes, uplifts and hassles both correlate with behavior problems.

Do measures of both risk and protective factors account for unique variance in a measure of behavior problems for school children? Yes.

2.  Are the relations between the independent variables (risk and protective factors) the same for boys and girls?   

 Are the regressions the same?  Are the correlations the same?  The slopes are the same for both boys and girls.  The intercepts are different, however, indicating that the boys have more problems all along the risk and protective factor continuum.  The correlations of the risk and protective factors with behavior problems for boys and girls are the same.  However, the correlation between the risk and protective factor measures is larger for boys than for girls.
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