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The Lens Model

What is the idiographic-statistical approach?  Define and describe the following terms:  ra, Ys, Ye, cue(s), Rs, Re, G, C.  Describe a lens model study in which the judgment of various experts is evaluated, that is, choose the task and judges so that there are believable cues and both a judgment and criterion available and show how the lens model study can show the better from poorer judges.  

Background and Description

The Lens Model is a way of thinking about describing the relations between the environment and the behavior of organisms in the environment.  The fundamentals were developed by Egon Brunswik and popularized by Kenneth Hammond through research on social judgments.

According to Hammond, Brunswik thought that psychology should provide descriptions of behavior rather than attempt to discover laws of behavior.  That is, we should proceed more like geographers than physicists.  Brunswik also thought typical ANOVA designs were by nature unrepresentative of the world and inherently ungeneralizable.  In the word, things are correlated.  The two major tenets of the theory are representative design and the idiographic-statistical approach.

Representative Design is concerned with the selection and inclusion of stimulus conditions in a study.  The argument is that stimuli should be sampled from a population just like subjects are sampled from a population.  We generally sample people from some population that they are to represent, but we only present the subjects in our study with a very small number of stimulus situations.  For example, suppose we are interested in the effects that the experimenter has on the subjects of the study.  We are interested in the sex of the experimenter on how people respond to a survey.  So we have a male and a female experimenter administer surveys to groups of subjects and look for differences in the subjects' responses.  By having only a single male and a single female experimenter, all the characteristics of these two individuals are confounded with the sex effect.  To understand the effects of sex of experimenter, we should sample males and females as experimenters, just as we sample subjects to be respondents.

The idiographic-statistical approach refers to using models to represent individuals in rich environments rather than groups in simple environments.  The idiographic approach considers differences in behavior within individuals as the objects of interest, as opposed to the nomothetic approach, which treats individual differences as errors.  The idiographic statistical approach means that statistical tests should be applied to individual subjects' behavior.  For example, suppose we give a clinical psychologist 250 different, real MMPI profiles and ask him or her to tell us about the person described by each profile.  By the time we are done, we should know something about the relations between the profile and the clinician's comments.  To take a simple example, we expect there to be  some relation between the value on the "cannot say" scale and what the clinician says about the person.  If we developed this scenario, it would make conceptual sense to talk about computing a t-test for scales above 70 verses those less than 70 or to talk about the correlation of a scale score with some description of the person (e.g., the correlation between the scale 2 [depression] and the probability that the clinician predicts somatic complaints).

The contemporary version of the Lens Model looks like this:

[image: image1.wmf]Cues

Judgment

Criterion

Achievement

X1

X2

X3

X4

Ys

Ye

rs,1

re,1

rs,4

re,4


It's called the lens model because it looks a little bit like light passing through a convex lens.  It will help to clarify the items by having a concrete example in mind.  Suppose we are interested in the salaries of faculty at University.  Salary should depend upon the job performance and tenure of a faculty member as well as some other factors, such as market conditions.  We could ask a person to look at some information about a faculty member and to predict that person's salary.  If we are at a public institution, we can also look up the actual salary in the library.

Here are the ideas in the model:

1.       There are things in the environment that should relate to our dependent variable.  These things (our independent variables) are called cues in lens model terminology.  In our example, cues might be number of refereed publications, number of books published, number of book chapters, total grant dollars from external funding agencies, number of grants applied for, student contact hours, college committee memberships, and so forth.  The cues are shown in the center of the diagram, and labeled X1 through X4.

2.  Our subject (participant) in the study makes a judgment about a person or object given the information about the cues.  In our example, a member of a SPAT committee (salary, promotion and tenure) might be asked to judge the salary of an individual given a vita.  The judgment is represented as Ys in the figure.

3.  There is an actual value of the dependent variable in the environment.  In our case, each faculty member has an actual salary.  This is shown as Ye in the figure.

4.  There is a functional relation between each cue and each Y.  In the lens model, it is customary to talk about the linear correlation between each cue and the judgment (e.g., rs,1) and also between each cue and the environment (e.g., re,4; find these on the above figure).

5.  It is customary to talk about the correlation between the judgment and the environment (that is, rYs, Ye) as the achievement index, ra.

What we could do is to give a judge a series of faculty vitas and have the judge make a judgment about the salary for each faculty.  We could also look up the salary for each faculty member in the library.  If we correlate the judgments of faculty salary with the actual faculty salaries, we would have the achievement of the judge.

For a second example of the lens model, we could examine the expert judgments of cancer pathologists who examine tissue slides for prognostic judgments.   For each judge we present a series of slides of cancer tissue from former patients who have died.  We ask the judge to predict how long the patient will live from the information in the slide.  There are several indications of the severity of the disease in each slide, and these are the cues that the judge uses to make his or her judgment.  Because we know when the slides were taken and how long the patient lived, we also have data on the criterion side.   We can compute the correlation between the pathologist's judgment and the actual length of life to calculate achievement.

6.  If we do such studies for a series of judges, we will find that some judges have higher achievement indices than others, that is, some judges are better calibrated to the environment than others.

7.  By looking at the correlations between the cues and the judgment, we can get some idea of the "importance" of the cues to the judge.  If X1 has a high correlation with the judgment but X2 does not, we might infer that the judge appears to pay more attention to X1 than to X2.  {Some smart people reject this position.}  At any rate, the correlations describe the relations between the cues and the judgment.  Similarly, the correlations between the cues and the criterion describe the relations between the cues and what happens to the actual environment.

8.  We can use relations between the cues and the judgment to describe differences in different judges.  For example, our first judge might show a strong association between salary judgments and number of refereed articles.  Our second judge may show a smaller association between salary and number of refereed articles, but a larger association between salary and grant dollars.  Such differences are useful in showing how people's judgments are similar and different.  Think about preferences for union/labor contracts that vary in automatic salary adjustments for inflation, job security, merit pay, medical benefits, and vacation time.

9.  We can compare the relations between the cues and the judgment to the relations between the cues and the criterion.  This can help us to understand where the human is well and poorly calibrated to the environment.  For example, it may turn out that our judge shows a strong association between refereed publications and salary, but our criterion side shows a strong association between grant dollars and actual salary.

Although Brunswik had some good arguments, there was no such thing as multiple regression when he was alive, so nobody knew how to collect and analyze the kind of data suggested by the lens model.  You, however, are well equipped for such an analysis at this point.

Relations between Regression and terms in the Lens Model.

We can collect data to supply numbers for each cue for each profile.  A single faculty member would be a profile.  This faculty member would have several cues represented (the total number of refereed publications, the total dollar value of external grants, the average number of committees served per year, etc.).  We would collect data on the judgment side and the criterion side.  Then we could compute a correlation matrix of all the cues and the two dependent variables.  Such a matrix has all the information we need to do the regressions of interest.  On the judgment side, we have
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which is ordinary multiple regression.  We have a very similar equation on the criterion side:
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Note that in general, the regression weights a and bi will not be the same on the judgment side and the criterion side.

On the judgment side, we can find an R-square, which is the proportion of variance in the judgments due to the cues.  Or we can talk about the unsquared correlation,
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that is, the correlation between actual judgments and predicted judgments.  This quantity (Rs) tells us about the cognitive consistency of the judge.  To the extent that the person makes the same judgment given the same stimulus, Rs  will be large.  More accurately, the more consistently the cues account for the judgment, the higher Rs will be. 

On the environment side, we can compute similar quantities, such as
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which is the correlation between the actual criterion value and the predicted criterion value.  This is an index of how predictable the environment or task is.  If the environment is very predictable from the cues, Re will be high.  If most of the variance in the environment comes from sources other than our cues, then Re will be small.

Recall that earlier we talked about the achievement index ra , which is the correlation between the judgment and the criterion.  The size of ra will be affected the the magnitude of Rs  and Re .  If there little cognitive control or if the environment is not predictable from the cues, the ra cannot be very large, even if the judge is very well calibrated.  For example, even if you are a world-class economist, you may be unable to predict the value of the stock market very well because most of the variance in prices is due to variables you cannot measure.

However, we can remove the error or unpredictable variance from each side of the model by using predicted values of the judgment and criterion instead of the actual values.  That is, we can deal with Y's and Y'e.  If we compute the value of the correlation between the two predicted values, we have 
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G is called the matching index.  This shows how well the model (or policy) of the judge corresponds to the model of the criterion.  It shows how well the judge is calibrated to the criterion when there is perfect consistency of both judge and criterion and in addition that only the cues in the model are considered.  It is possible that G is large even though ra is small (our world-class economist might be an example).

More specifically, it turns out that when both sides of the model are well described by a linear model (no interactions, curves, etc.) then:
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that is, achievement (ra, the correlation between the judgment and the actual environment) is equal to the matching index (correlation between the perfectly consistent model of the judge and perfectly consistent model of the environment) multiplied by or discounted for the consistency of the judge and the consistency of the environment.

If there is some nonlinearity in both the criterion side and the judgment side (e.g., you have to have both lots of pubs and lots of grant dollars to get a raise, neither is sufficient by itself), and the judge matches the environment, there will be:
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That is, C, the configurality index, is the correlation between the residuals of the two regression equations.  If there is some configurality (C is not zero), then
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The term to the right of the plus sign adjusts the linear part for the configurality.  We don't simply add the C part because this was the correlation of the residuals, where the variance due to the cues was already removed.  The part to the right of the plus sign is the covariance of the residuals of the two regression equations.
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