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Detailed Example 1 -- Test Validation

One of the main activities of industrial and organizational psychologists is to conduct test validation studies.  A test validation study is a piece of research aimed at determining the relations between one or more psychological tests and one or more measures of job performance.  The relations between test scores and job performance are typically summarized using correlation and regression techniques.  A test is said to be valid if it predicts job performance in the expected direction with statistical significance and with enough magnitude to be useful.

Background

The job.  Wholesale and large retail concerns have warehouses in which they store merchandise.  When they make a sale or when there is a need based on store inventories, they move merchandise out from the warehouse to the client or stores.  A common job in the warehouse is the picker.  The picker gets a list of goods and goes around the warehouse selecting the goods and putting them in totes or other containers prior to shipping.  Usually they put the picked goods on a conveyer that takes them to the appropriate place to be packed and shipped (usually by another person or two).  This job requires some basic qualities.  The picker has to move quickly and pick the right goods (speed and accuracy are both important).  Physical stamina is also important because the person has to walk and pick up goods for eight hours.

Job performance.  As is often the case, in this study job performance was measured by asking workers' supervisors to evaluate their performance by responding to a questionnaire.  The questionnaire looked something like this:

Performance Area
Performance Rating

Ability to perform physically demanding work. (descriptions)
1   2   3   4   5   

Ability to perform physically demanding work over a long period of time. (descriptions)
1   2   3   4   5   

Quantity of work.

 (descriptions)
1   2   3   4   5   

Quality of work.

 (descriptions)
1   2   3   4   5   

Overall job performance.

 (descriptions)
1   2   3   4   5   

Ratings:  5 - Outstanding, 4 - Above average, 3 - Satisfactory, 2 - Needs improvement, 1-Poor.

The test.  The test used in the study was a test of physical strength.  There were seven actual tests administered to each person:  left hand grip, right hand grip, left hand pinch, right hand pinch, left hand lift, right hand lift, and two hand lift.  For the grip test, the test taker uses one hand to grab two cylinders, rather like grabbing a pair of pruning shears.  The test taker squeezes the cylinders together as hard as possible.  The grip strength is measured by a dynamometer, which reads out pounds of pressure applied.   The test taker gets five trails with the right hand, and five trials with the left hand.  The score for each hand is the average of the five trials for that hand.   The tasks for all the tests require the person to manipulate a machine connected to a device that measures pressure.  The test score in each case is the average of the five pressure readings for the trials.  Although each person is tested with both hands, the data actually used for each person is the dominant hand data (except for the two-hand lift, of course).  This means that if a person is right-handed, the right hand scores will be used, but if the person is left-handed, then the left hand scores will be used.  

Sample and Data

The sample consists of 134 pickers, all of whom work for the same company in various warehouses.  For each picker, we have test scores, job performance ratings, and some demographic information.  The information provided in this report is accurate and not censored.  However, it is a sample of data from the actual study.  The sampling was done to make sure that all the workers had the same job and to reduce the criterion data to a manageable size.  (In the original study, there were various objective data on performance for some of the workers as well as other information about absence, sickness, etc.) The sample size is about as small as you would want to use for correlation and regression.  If you can do it, shoot for 300 or so.  If you have the resources, get 600.

The data file looks like this (only the first three pickers' data are shown here; for complete data, look in my directory under 'picker.dat'):

 62.0 60.0 62.0 61.0 63.0 61.6 60.0 65.0 60.0 60.0 60.0 61.0

158.0183.0158.0176.0162.0167.4156.0164.0157.0129.0138.0148.8

 31.0 29.0 31.0 30.0 28.0 29.8 25.0 24.0 22.0 23.0 28.0 24.4

110.0100.0110.0120.0110.0110.0   1   2  31  5  5  5  4  4r

 50.0 52.0 52.0 51.0 58.0 52.6 59.0 60.0 64.0 63.0 62.0 61.6

122.0133.0135.0132.0128.0130.0131.0136.0129.0130.0128.0130.8

 30.0 36.0 35.0 34.0 33.0 33.6 28.0 30.0 29.0 29.0 30.0 29.2

127.0131.0131.0127.0126.0128.4   2   2  36  5  3  3  5  4r

 41.0 38.0 42.0 38.0 35.0 38.8 49.0 46.0 47.0 40.0 36.0 43.6

116.0101.0104.0 90.0101.0102.4 94.0 90.0 86.0 79.0106.0 91.0

 24.0 24.0 22.0 21.0 27.0 23.6 18.0 19.0 20.0 18.0 21.0 19.2

 95.0 87.0 80.0 79.0 87.0 85.6   1   2  21  5  4  3  3  2r

My input file looks like this:

data d1;

options linesize=70;

infile 'c:\sas\mike\picker.dat';

input (rhl1-rhl5 rhlav lhl1-lhl5 lhlav)(5.1)

  #2 (rg1-rg5 rgav lg1-lg5 lgav)(5.1)

  #3 (rp1-rp5 rpav lp1-lp5 lpav)(5.1)

  #4 (twh1-twh5 twhav)(5.1) (ethnic sex age)(4.0) (eval1-eval5)(3.0) domhand $ 58;

*************************************************************************

*  sex:  1 = female

*        2 = male

*  ethnic:

*        1 = white

*        2 = black

*        3 = asian

*        4 = american indian

*        5 = hispanic

*        6 = other

*************************************************************************;

data d2; set d1;

evaltot=eval1+eval2+eval3+eval4+eval5;

************************************************

* set the test scores to the dominant hand     *

************************************************;

domlift=rhlav;

if domhand eq 'l' then domlift=lhlav;

domgrp = rgav;

if domhand eq 'l' then domgrp=lgav;

dompnch= rpav;

if domhand eq 'l' then dompnch=lpav;

***********************************************

* start analyzing                             *

***********************************************;

run;

Note that there are four datalines (records, cards) per person. The total evaluation is computed by adding the five evaluations together.  I usually put the description of the coding of variables like race and sex in the program itself because that sort of information tends to be lost rater quickly.  If you ever have to go back to the program it's nice to have it full of comments. I have also created new variables for the dominant hand lift, grip and pinch scores.

If you download the file 'picker.dat' and copy it to disk, you can run the program immediately above.  You will have to modify the infile statement for your system.  For example, suppose you download the file 'picker.dat' to a floppy drive (A:\).  Then your infile statement would read:

infile 'a:\picker.dat';

The first thing I do is to print the data to see if they look right.  I always mess up something or other, so I stare at the data for awhile to figure out what I did wrong.  I'm not showing you all I did wrong with these data.  But first I looked and saw that sex was missing for everyone.  I then had to go look at the SAS Log to find clues.  It turns out that in the original data, sex was input as 'male' or 'female' instead of '1' or '2' so I had to fix that.  It's very common to be off a column or two as well, so look for obvious stuff like that.

Partial results of printing the data:

OBS RHL1  RHL2  RHL3  RHL4  RHL5  RHLAV  LHL1  LHL2  LHL3  LHL4  LHL5

  1  62    60    62    61    63    61.6   60    65    60    60    60

  2  50    52    52    51    58    52.6   59    60    64    63    62

  3  41    38    42    38    35    38.8   49    46    47    40    36

  4  35    37    37    38    37    36.8   36    35    34    29    34

  5  59    57    58    50    50    54.8   46    46    46    46    46

  6  51    51    50    49    49    50.0   52    50    50    47    50

  7  44    43    43    43    41    42.8   48    49    42    48    43

OBS LHLAV RG1 RG2 RG3 RG4 RG5  RGAV LG1 LG2 LG3 LG4 LG5  LGAV

  1  61.0 158 183 158 176 162 167.4 156 164 157 129 138 148.8

  2  61.6 122 133 135 132 128 130.0 131 136 129 130 128 130.8

  3  43.6 116 101 104  90 101 102.4  94  90  86  79 106  91.0

  4  33.6  97  76  71  73  78  79.0  72  71  67  68  69  69.4

  5  46.0  23  21  18  17  18  19.4  15  14  17  17  17  16.0

  6  49.8  61  70  85  88  93  79.4  97 105 100  94  91  97.4

  7  46.0 100  97  98 107 107 101.8 110 110 107 105  95 105.4

OBS RP1 RP2 RP3 RP4 RP5 RPAV LP1 LP2 LP3 LP4 LP5 LPAV TWH1

  1  31  29  31  30  28 29.8  25  24  22  23  28 24.4  110

  2  30  36  35  34  33 33.6  28  30  29  29  30 29.2  127

  3  24  24  22  21  27 23.6  18  19  20  18  21 19.2   95

  4  16  16  16  17  17 16.4  16  15  15  16  18 16.0   67

  5  11  10  10   9   9  9.8  13  12  10  11  10 11.2  110

  6  24  28  27  25  24 25.6  29  30  26  25  28 27.6   93

  7  22  27  29  31  32 28.2  29  24  24  25  25 25.4   80

OBS TWH2 TWH3 TWH4 TWH5 TWHAV ETHNIC SEX AGE EVAL1 EVAL2 EVAL3

  1  100  110  120  110 110.0    1    2   31   5     5     5

  2  131  131  127  126 128.4    2    2   36   5     3     3

  3   87   80   79   87  85.6    1    2   21   5     4     3

  4   78   81   79   74  75.8    1    2   29   5     5     5

  5  130  120  100  110 114.0    2    2   22   5     4     4

  6  110   98  105  108 102.8    2    2   30   5     4     5

  7   75   64   78   89  77.2    1    2   27   5     4     5

OBS EVAL4   EVAL5   DOMHAND   EVALTOT   DOMLIFT   DOMGRP   DOMPNCH

  1   4       4        r         23       61.6     167.4     29.8

  2   5       4        r         20       52.6     130.0     33.6

  3   3       2        r         17       38.8     102.4     23.6

  4   4       5        r         24       36.8      79.0     16.4

  5   2       3        r         18       54.8      19.4      9.8

  6   5       5        r         24       50.0      79.4     25.6

  7   4       5                  23       42.8     101.8     28.2

The data look good so far.  Next I look at univariate plots for all the variables of interest.  I'm looking for two things:  (1) illegal values and (2) distribution shape.  I do that with the following commands:

proc univariate plot normal;

var domlift domgrp dompnch twhav age eval1-eval5 evaltot;
The results of proc univariate for the variable two-handed lift:

Variable=TWHAV

                               Moments

               N               134  Sum Wgts        134

               Mean       101.0597  Sum           13542

               Std Dev    24.10367  Variance   580.9871

               Skewness   0.457299  Kurtosis   0.724967

               USS         1445822  CSS        77271.28

               CV         23.85093  Std Mean    2.08224

               T:Mean=0   48.53412  Pr>|T|       0.0001

               Num ^= 0        134  Num > 0         134

               M(Sign)          67  Pr>=|M|      0.0001

               Sgn Rank     4522.5  Pr>=|S|      0.0001

               W:Normal   0.974482  Pr<W         0.1827

Here you can see that there are 134 people, none of whom have missing values.  Numbers are given for the mean, standard deviation, skewness and kurtosis.  There is also a test of the hypothesis that the data were drawn from a population that is normally distributed.  In this case the statistic has a value of .97 and a p level of .18, which means that we cannot reject the null hypothesis that data were drawn from a normal population (i.e., the data look normal according to the test).

                           Quantiles(Def=5)

                100% Max     175.6       99%     171.8

                 75% Q3      117.2       95%       142

                 50% Med       101       90%     128.4

                 25% Q1       84.4       10%      71.4

                  0% Min        43        5%      66.8

                                          1%      46.4

                Range        132.6

                Q3-Q1         32.8

                Mode         101.2

                               Extremes

                  Lowest    Obs     Highest    Obs

                      43(     130)    148.4(      26)

                    46.4(      38)    159.8(      77)

                      53(      59)    171.4(     120)

                      60(      16)    171.8(      53)

                    62.6(      64)    175.6(      43)

Here you can see the extremes of the distribution. The lowest two-hand lift was 43 pounds, and the highest was 175.6.  If I saw values such as 1000 or -9, I would know that there was an error in the data.  You have to know the theoretical or practical limits of legal values for your distribution to make this informative.

                         Univariate Procedure

Variable=TWHAV

         Stem Leaf                        #             Boxplot

           17 126                         3                0

           16 0                           1                |

           15                                              |

           14 278                         3                |

           13 03348                       5                |

           12 001123344456889            15                |

           11 00012344456677888889       20             +-----+

           10 01111111233344455789999    23             *--+--*

            9 0012222233333444557899     22             |     |

            8 00011224455666689          17             +-----+

            7 01136666777899             14                |

            6 03677788                    8                |

            5 3                           1                |

            4 36                          2                |

              ----+----+----+----+---

          Multiply Stem.Leaf by 10**+1

The shape of this distribution is beautiful.  It's about as normal as you can get.  Well, okay, there's a little positive skew and a couple of guys who are stronger than the rest.  On the other hand, our graphic results for the dominant hand lift look like this:

Variable=DOMLIFT

     Stem Leaf                                #             Boxplot

       13 6                                   1                *

       13

       12

       12

       11

       11

       10

       10

        9

        9 1                                   1                0

        8

        8

        7 57                                  2                0

        7 2                                   1                |

        6 566889                              6                |

        6 0111222334                         10                |

        5 5555556667888899999                19             +-----+

        5 0000000111222222222233333444444    31             *--+--*

        4 567778888888899                    15             |     |

        4 000111111111223333333334444        27             +-----+

        3 55666778888999                     14                |

        3 134                                 3                |

        2 89                                  2                |

        2 4                                   1                |

        1 9                                   1                0

          ----+----+----+----+----+----+-

      Multiply Stem.Leaf by 10**+1
There is an outlier here.  I suspect we have a weight lifter.

Now let's look at the first evaluation and the total evaluation.

Variable=EVAL1

                               Moments

               N               134  Sum Wgts        134

               Mean       4.507463  Sum             604

               Std Dev    0.712364  Variance   0.507463

               Skewness   -1.23013  Kurtosis   0.568721

               USS            2790  CSS        67.49254

               CV         15.80411  Std Mean   0.061539

               T:Mean=0   73.24576  Pr>|T|       0.0001

               Num ^= 0        134  Num > 0         134

               M(Sign)          67  Pr>=|M|      0.0001

               Sgn Rank     4522.5  Pr>=|S|      0.0001

               W:Normal   0.683571  Pr<W         0.0001

                           Quantiles(Def=5)

                100% Max         5       99%         5

                 75% Q3          5       95%         5

                 50% Med         5       90%         5

                 25% Q1          4       10%         3

                  0% Min         2        5%         3

                                          1%         3

                Range            3

                Q3-Q1            1

                Mode             5

                               Extremes

                  Lowest    Obs     Highest    Obs

                       2(      25)        5(     123)

                       3(     133)        5(     125)

                       3(     127)        5(     129)

                       3(     124)        5(     131)

                       3(     106)        5(     134)

                         Univariate Procedure

Variable=EVAL1

                       Histogram                       #       Boxplot

    5.1+******************************************    84       +-----+

       .                                                       |     |

       .                                                       |     |

    4.5+                                                       |  +  |

       .                                                       |     |

       .******************                            35       +-----+

    3.9+                                                          |

       .                                                          |

       .                                                          |

    3.3+                                                          |

       .*******                                       14          |

       .

    2.7+

       .

       .

    2.1+*                                              1          0

        ----+----+----+----+----+----+----+----+--

        * may represent up to 2 counts

Again we have 134 people.  Here we have a rating scale with a theoretical minimum of 1 and a maximum of 5.  We see that the actual minimum is 2 and the maximum is 5, so there are no illegal values.  The distribution is really ugly, however.  The mode is 5, which is the maximum value.  There are only 14 threes and 1 two.  There is a ceiling effect here.  The distribution is skewed.  Because we have a single item rating scale, there are only a few actual values that the variable takes. It will be difficult to predict these evaluations.

Variable=EVALTOT

                               Moments

               N               134  Sum Wgts        134

               Mean       20.92537  Sum            2804

               Std Dev    3.493553  Variance   12.20492

               Skewness   -0.81101  Kurtosis   0.202127

               USS           60298  CSS        1623.254

               CV          16.6953  Std Mean   0.301797

               T:Mean=0   69.33591  Pr>|T|       0.0001

               Num ^= 0        134  Num > 0         134

               M(Sign)          67  Pr>=|M|      0.0001

               Sgn Rank     4522.5  Pr>=|S|      0.0001

               W:Normal    0.89724  Pr<W         0.0001

                               Extremes

                  Lowest    Obs     Highest    Obs

                      10(      68)       25(     104)

                      10(      25)       25(     109)

                      11(     133)       25(     110)

                      15(     127)       25(     112)

                      15(     101)       25(     123)

                         Univariate Procedure

Variable=EVALTOT

         Stem Leaf                        #             Boxplot

           25 00000000000000000000000    23                |

           24 0000000000000000           16             +-----+

           23 0000000000000000           16             |     |

           22 00000000000000             14             *-----*

           21 00000000000000             14             |     |

           20 00000000                    8             |  +  |

           19 00000000                    8             |     |

           18 000000000                   9             +-----+

           17 000000000                   9                |

           16 0000000                     7                |

           15 0000000                     7                |

           14                                              |

           13                                              |

           12                                              |

           11 0                           1                |

           10 00                          2                |

              ----+----+----+----+---

Here we see that the distribution of total evaluations is also badly skewed.  However, it has more variance (more different scores) and should be a little easier to predict than the individual evaluations.

For the demographic variables, I use PROC FREQ to get summaries.  I used the commands:

proc freq;

tables ethnic sex;
And got the following output:

                                      Cumulative  Cumulative

         ETHNIC   Frequency   Percent   Frequency    Percent

         ƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒ

              1         96      71.6          96       71.6

              2         37      27.6         133       99.3

              5          1       0.7         134      100.0

                                     Cumulative  Cumulative

          SEX   Frequency   Percent   Frequency    Percent

          ƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒƒ

            1          1       0.7           1        0.7

            2        133      99.3         134      100.0

As you can see, the pickers in our sample are mostly white males.

Correlations among Predictors and Criteria

[Note that in the actual study, there was attention paid to the reliability of both predictors and criteria.   That is quite important but it is not the focus of this class.  Take a class in psychometrics.]  Next I want to describe the relations among our variables with everyone (that is, the entire sample) included.  First, the criteria.  The commands:

proc corr;

var eval1-eval5 evaltot;

Gives us the following results:

                         Correlation Analysis

   6 'VAR' Variables:  EVAL1    EVAL2    EVAL3    EVAL4    EVAL5

                       EVALTOT

                          Simple Statistics

 Variable         N      Mean   Std Dev       Sum   Minimum   Maximum

 EVAL1          134    4.5075    0.7124     604.0    2.0000    5.0000

 EVAL2          134    4.2388    0.8242     568.0    2.0000    5.0000

 EVAL3          134    4.2090    1.0118     564.0    1.0000    5.0000

 EVAL4          134    4.0522    0.8524     543.0    1.0000    5.0000

 EVAL5          134    3.9179    0.8675     525.0    1.0000    5.0000

 EVALTOT        134   20.9254    3.4936    2804.0   10.0000   25.0000

SAS first prints some descriptive information about each variable. Then it prints the correlations.

    Pearson Correlation Coefficients / Prob > |R| under Ho: Rho=0

    / N = 134

             EVAL1     EVAL2     EVAL3     EVAL4     EVAL5   EVALTOT

 EVAL1     1.00000   0.77806   0.60287   0.26558   0.54240   0.76157

            0.0       0.0001    0.0001    0.0019    0.0001    0.0001

 EVAL2     0.77806   1.00000   0.77819   0.39947   0.67955   0.88618

            0.0001    0.0       0.0001    0.0001    0.0001    0.0001

 EVAL3     0.60287   0.77819   1.00000   0.45803   0.67928   0.87658

            0.0001    0.0001    0.0       0.0001    0.0001    0.0001

 EVAL4     0.26558   0.39947   0.45803   1.00000   0.62607   0.68051

            0.0019    0.0001    0.0001    0.0       0.0001    0.0001

 EVAL5     0.54240   0.67955   0.67928   0.62607   1.00000   0.86873

            0.0001    0.0001    0.0001    0.0001    0.0       0.0001

 EVALTOT   0.76157   0.88618   0.87658   0.68051   0.86873   1.00000

            0.0001    0.0001    0.0001    0.0001    0.0001    0.0

As you can see, the evaluations tend to be highly correlated with one another.  This pretty much always happens when you ask people to make evaluative judgments about other people (ubiquitous halo).  Evaluation 4 (quality of work) is most distinct from the others.  The total evaluation must be correlated with the other scales because is the sum of the other scales. 

Next, we want to see the correlations among the predictors.  We use the commands:

proc corr;

var domlift domgrp dompnch twhav;
to produce the correlations.  Our output looks like this:

Correlation Analysis

         4 'VAR' Variables:  DOMLIFT  DOMGRP   DOMPNCH  TWHAV

                          Simple Statistics

 Variable         N      Mean   Std Dev       Sum   Minimum   Maximum

 DOMLIFT        134   50.2560   13.0774    6734.3   18.6000     135.6

 DOMGRP         134     102.5   26.1317   13737.8   19.4000     167.4

 DOMPNCH        134   26.5104    6.3007    3552.4    9.8000   47.4000

 TWHAV          134     101.1   24.1037   13542.0   43.0000     175.6

    Pearson Correlation Coefficients / Prob > |R| under Ho: Rho=0

    / N = 134

                DOMLIFT         DOMGRP        DOMPNCH          TWHAV

 DOMLIFT        1.00000        0.25971        0.36244        0.71206

                 0.0            0.0024         0.0001         0.0001

 DOMGRP         0.25971        1.00000        0.61585        0.42792

                 0.0024         0.0            0.0001         0.0001

 DOMPNCH        0.36244        0.61585        1.00000        0.45319

                 0.0001         0.0001         0.0            0.0001

 TWHAV          0.71206        0.42792        0.45319        1.00000

                 0.0001         0.0001         0.0001         0.0
As you can see, all of the strength tests are positively correlated, as you would expect.  However, it is clear that the grip and lift tasks are not identical.  Finally, we want to see the correlations between the tests and criteria.  If we use these commands,

proc corr;

var domlift domgrp dompnch twhav;

with eval1-eval5 evaltot;

 we get the following output: 

    Pearson Correlation Coefficients / Prob > |R| under Ho: Rho=0

    / N = 134

                DOMLIFT         DOMGRP        DOMPNCH          TWHAV

 EVAL1          0.20556        0.26091        0.19346        0.21699

                 0.0172         0.0023         0.0251         0.0118

 EVAL2          0.12480        0.28301        0.16254        0.09866

                 0.1508         0.0009         0.0606         0.2567

 EVAL3          0.10316        0.27944        0.10793        0.12688

                 0.2356         0.0011         0.2145         0.1441

 EVAL4         -0.05807        0.34233        0.27667        0.00922

                 0.5051         0.0001         0.0012         0.9158

 EVAL5          0.10081        0.30650        0.25835        0.11041

                 0.2465         0.0003         0.0026         0.2041

 EVALTOT        0.11210        0.36054        0.24071        0.13393

                 0.1972         0.0001         0.0051         0.1229

For this sample of pickers, all tests predict (statistically significantly) the first criterion, ability to perform physically demanding work.  Only grip strength and pinch strength predict (statistically significantly) overall job performance and the sum of the evaluations.  

Because of the correpondence between correlation and regression when there is a single independent variable, we know that the significance tests for single IV regression models will be exactly the same as for the correlations above.  But what will happen if we include multiple independent variables? Let's see.

proc reg;

model eval1-eval5 evaltot=domlift domgrp dompnch twhav;

This statement causes SAS to run a regression with all four independent variables once for each dependent variable.

Model: MODEL1

Dependent Variable: EVAL1

                         Analysis of Variance

                         Sum of         Mean

Source          DF      Squares       Square      F Value       Prob>F

Model            4      6.01196      1.50299        3.154       0.0164

Error          129     61.48058      0.47659

C Total        133     67.49254

    Root MSE       0.69036     R-square       0.0891

    Dep Mean       4.50746     Adj R-sq       0.0608

    C.V.          15.31588

                         Parameter Estimates

                  Parameter      Standard    T for H0:

 Variable  DF      Estimate         Error   Parameter=0    Prob > |T|

 INTERCEP   1      3.461173    0.31742966        10.904        0.0001

 DOMLIFT    1      0.006691    0.00658233         1.016        0.3113

 DOMGRP     1      0.005778    0.00299771         1.928        0.0561

 DOMPNCH    1      0.000115    0.01259939         0.009        0.9927

 TWHAV      1      0.001134    0.00381591         0.297        0.7669

The regression for the entire model is significant (F = 3.154, p < .05).  This means that the strength tests take together predict supervisor evaluations of ability to do physically demanding work better than chance.  Note however, that the b weights (parameter estimates) are not significant (only the b for grip approaches significance, p = .0561).  Here we have a case in which all four correlations were significant, but none of the b weights is significant.  How can this happen?  The predictors are correlated.  The shared part happens to be the thing that correlates with the dependent variable.  Also, the sample size is small.  Let's look at the results for overall job performance (eval5) and the sum of the criteria:

Dependent Variable: EVAL5

                         Analysis of Variance

                         Sum of         Mean

Source          DF      Squares       Square      F Value       Prob>F

Model            4     10.58340      2.64585        3.813       0.0058

Error          129     89.51361      0.69390

C Total        133    100.09701

    Root MSE       0.83301     R-square       0.1057

    Dep Mean       3.91791     Adj R-sq       0.0780

    C.V.          21.26156

                         Parameter Estimates

                  Parameter      Standard    T for H0:

 Variable  DF      Estimate         Error   Parameter=0    Prob > |T|

 INTERCEP   1      2.752074    0.38302142         7.185        0.0001

 DOMLIFT    1      0.003889    0.00794246         0.490        0.6252

 DOMGRP     1      0.008541    0.00361713         2.361        0.0197

 DOMPNCH    1      0.016884    0.01520285         1.111        0.2688

 TWHAV      1     -0.003491    0.00460441        -0.758        0.4497

Dependent Variable: EVALTOT

                         Analysis of Variance

                         Sum of         Mean

Source          DF      Squares       Square      F Value       Prob>F

Model            4    216.56725     54.14181        4.965       0.0009

Error          129   1406.68649     10.90455

C Total        133   1623.25373

    Root MSE       3.30220     R-square       0.1334

    Dep Mean      20.92537     Adj R-sq       0.1065

    C.V.          15.78086

                         Parameter Estimates

                  Parameter      Standard    T for H0:

 Variable  DF      Estimate         Error   Parameter=0    Prob > |T|

 INTERCEP   1     15.843371    1.51836848        10.434        0.0001

 DOMLIFT    1      0.017058    0.03148539         0.542        0.5889

 DOMGRP     1      0.047775    0.01433899         3.332        0.0011

 DOMPNCH    1      0.018633    0.06026696         0.309        0.7577

 TWHAV      1     -0.011550    0.01825274        -0.633        0.5280

For both criteria, grip strength is the only significant predictor.  The pattern of results is similar for the two criteria in many respects.  Note that the model R-square is larger for the summed variable (.13 vs. .10) and that the t value for grip strength is greater for the summed variable (3.33 vs. 2.36).  The summed variable is preferable on statistical grounds because it has greater variance and a better distribution.  On the other hand, the direct evaluation of job performance (eval5) has a more direct interpretation.  

Based on what we know so far, it appears that grip strength is a good candidate for use as a test in the selection of pickers.  But we haven't looked at the appropriateness of the regression model for these data.  We saw that there were problems in the univariate distributions of several of our variables. Let's take a look at a simple regression:

proc reg graphics;

model evaltot=domgrp;

plot evaltot*domgrp/pred95;

The third command line (the plot statement) along with the GRAPHICS option in the first line cause SAS to produce a graph of the regression, which is shown below.
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The regression equation is written across the top of the graph (our predicted value of the summed rating is 15.984 + .0482*grip strength).  A summary of the most important information appears to the right of the graph.  Inside the graph we have the plus marks indicating individual scores on the predictor and criterion.  We also have the regression line and a 95 percent confidence interval for points about the line (we would expect 95 percent of the plus marks to fall inside the colored lines).  

In addition to the graph, we also get the printout of the ANOVA summary table.

Model: MODEL1

Dependent Variable: EVALTOT

                         Analysis of Variance

                         Sum of         Mean

Source          DF      Squares       Square      F Value       Prob>F

Model            1    211.00224    211.00224       19.722       0.0001

Error          132   1412.25149     10.69887

C Total        133   1623.25373

    Root MSE       3.27091     R-square       0.1300

    Dep Mean      20.92537     Adj R-sq       0.1234

    C.V.          15.63133

                         Parameter Estimates

                  Parameter      Standard    T for H0:

 Variable  DF      Estimate         Error   Parameter=0    Prob > |T|

 INTERCEP   1     15.983831    1.14804192        13.923        0.0001

 DOMGRP     1      0.048200    0.01085365         4.441        0.0001
As you can see from the table, this is the same information you get with the graph.

Examining the graph, you can see the ceiling effect for the criterion.  However, the high scoring (weight lifter) observation does not appear to be a problem.  There are two apparently outlying cases, but both have scores near the average of the grip strength distribution.  Next we take a look at the regression diagnostics for individual cases.

To plot residuals against predicted values, I used:

proc reg graphics;

model evaltot=domgrp;

plot r.*p.;
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This plot looks okay.  There are a couple of low values (about -10).  Another way to look at residuals is to plot the studentized deleted residuals against the observation number.  Then you can see about where the problems are.  In our data, this looks like the following:

proc reg graphics;

model evaltot=domgrp/r influence;

plot rstudent.*obs./vref= -1.66 1.66;
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Again you can see there are two extreme low values.  On is in the 20s and the other is in the 60s.

By asking for residuals and influence (the options /r influence in the model statement), we also get printed results.

          Dep Var   Predict   Std Err             Std Err   Student

    Obs   EVALTOT     Value   Predict  Residual  Residual  Residual

      1   23.0000   24.0526     0.759   -1.0526     3.182    -0.331

      2   20.0000   22.2499     0.411   -2.2499     3.245    -0.693

      3   17.0000   20.9195     0.283   -3.9195     3.259    -1.203

      4   24.0000   19.7917     0.381    4.2083     3.249     1.295

      5   18.0000   16.9189     0.945    1.0811     3.131     0.345

      6   24.0000   19.8109     0.378    4.1891     3.249     1.289

      7   23.0000   20.8906     0.283    2.1094     3.259     0.647

      8   21.0000   20.3797     0.308    0.6203     3.256     0.190

      9   23.0000   21.4305     0.305    1.5695     3.257     0.482

     10   22.0000   21.2569     0.292    0.7431     3.258     0.228

     11   17.0000   17.0924     0.908   -0.0924     3.142    -0.029

     12   16.0000   19.0976     0.499   -3.0976     3.233    -0.958

     13   17.0000   19.6278     0.406   -2.6278     3.246    -0.810

     14   21.0000   20.9870     0.283    0.0130     3.259     0.004

     15   23.0000   21.6522     0.327    1.3478     3.255     0.414

     16   16.0000   20.3604     0.310   -4.3604     3.256    -1.339

     17   16.0000   20.5629     0.294   -4.5629     3.258    -1.401

     18   24.0000   22.6644     0.483    1.3356     3.235     0.413

     19   24.0000   20.4857     0.299    3.5143     3.257     1.079

     20   25.0000   20.9774     0.283    4.0226     3.259     1.234

     21   21.0000   20.2544     0.320    0.7456     3.255     0.229

     22   23.0000   22.0764     0.383    0.9236     3.248     0.284

     23   25.0000   21.5751     0.318    3.4249     3.255     1.052

     24   22.0000   21.9221     0.361    0.0779     3.251     0.024

     25   10.0000   19.9170     0.362   -9.9170     3.251    -3.051

     26   25.0000   23.2524     0.595    1.7476     3.216     0.543

     27   25.0000   21.1027     0.285    3.8973     3.258     1.196

     28   24.0000   21.5751     0.318    2.4249     3.255     0.745

     29   19.0000   21.0834     0.285   -2.0834     3.258    -0.639

     30   24.0000   22.1053     0.388    1.8947     3.248     0.583

[Remaining observations not shown to save space.]

Observation 25 has a studentized residual  of -3.051, which is a very large number (in absolute value for a studentized residual).

                            Cook's            Hat Diag       Cov

    Obs    -2-1-0 1 2            D  Rstudent         H     Ratio

      1  |      |      |     0.003   -0.3297    0.0538    1.0713

      2  |     *|      |     0.004   -0.6920    0.0158    1.0241

      3  |    **|      |     0.005   -1.2049    0.0075    1.0007

      4  |      |**    |     0.012    1.2988    0.0136    1.0033

      5  |      |      |     0.005    0.3441    0.0835    1.1059

      6  |      |**    |     0.011    1.2926    0.0133    1.0033

      7  |      |*     |     0.002    0.6459    0.0075    1.0165

      8  |      |      |     0.000    0.1898    0.0089    1.0239

      9  |      |      |     0.001    0.4805    0.0087    1.0206

     10  |      |      |     0.000    0.2273    0.0080    1.0227

     11  |      |      |     0.000   -0.0293    0.0771    1.1001

     12  |     *|      |     0.011   -0.9579    0.0233    1.0251

     13  |     *|      |     0.005   -0.8086    0.0154    1.0210

     14  |      |      |     0.000    0.0040    0.0075    1.0230

     15  |      |      |     0.001    0.4128    0.0100    1.0229

     16  |    **|      |     0.008   -1.3432    0.0090    0.9969

     17  |    **|      |     0.008   -1.4058    0.0081    0.9934

     18  |      |      |     0.002    0.4115    0.0218    1.0353

     19  |      |**    |     0.005    1.0796    0.0084    1.0059

     20  |      |**    |     0.006    1.2369    0.0075    0.9995

     21  |      |      |     0.000    0.2282    0.0096    1.0243

     22  |      |      |     0.001    0.2833    0.0137    1.0282

     23  |      |**    |     0.005    1.0525    0.0095    1.0079

     24  |      |      |     0.000    0.0239    0.0122    1.0278

     25  |******|      |     0.058   -3.1522    0.0123    0.8881

     26  |      |*     |     0.005    0.5419    0.0331    1.0454

     27  |      |**    |     0.005    1.1980    0.0076    1.0011

     28  |      |*     |     0.003    0.7436    0.0095    1.0164

     29  |     *|      |     0.002   -0.6379    0.0076    1.0168

     30  |      |*     |     0.002    0.5819    0.0141    1.0245

[Remaining observations not show to conserve space.]

If you look at the graph, you can see that observation 25 has a large negative residual.

                   INTERCEP   DOMGRP

    Obs    Dffits   Dfbetas   Dfbetas

      1   -0.0786    0.0635   -0.0730

      2   -0.0876    0.0468   -0.0636

      3   -0.1045   -0.0262    0.0005

      4    0.1522    0.1267   -0.1021

      5    0.1039    0.1037   -0.0991

      6    0.1504    0.1244   -0.0998

      7    0.0560    0.0153   -0.0016

      8    0.0180    0.0110   -0.0072

      9    0.0449   -0.0060    0.0168

     10    0.0204   -0.0002    0.0052

     11   -0.0085   -0.0085    0.0080

     12   -0.1479   -0.1388    0.1220

                   INTERCEP   DOMGRP

    Obs    Dffits   Dfbetas   Dfbetas

     13   -0.1013   -0.0879    0.0728

     14    0.0003    0.0001    0.0000

     15    0.0414   -0.0113    0.0208

     16   -0.1278   -0.0795    0.0525

     17   -0.1269   -0.0642    0.0352

     18    0.0614   -0.0394    0.0498

     19    0.0992    0.0549   -0.0328

     20    0.1073    0.0221    0.0044

     21    0.0225    0.0151   -0.0106

     22    0.0334   -0.0158    0.0226

     23    0.1029   -0.0234    0.0473

     24    0.0026   -0.0011    0.0016

     25   -0.3515   -0.2809    0.2202

     26    0.1003   -0.0739    0.0883

     27    0.1049    0.0113    0.0147

     28    0.0727   -0.0165    0.0334

     29   -0.0558   -0.0069   -0.0070

     30    0.0695   -0.0337    0.0476

[Remaining observations not show to conserve space.] You can see from the printout that observation 25 also has a large influence on the size of the slope and intercept.  This observation is deviant and influential.  It's a good candidate for removal from the analysis.  The other large residual was observation 68 (not shown here).  What will happen if we rerun the analysis without observations 25 and 68?  Let's see.

Our graph of the regression shows the following:
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You can see that R-square is slightly higher, and that the regression equation has changed slightly.  However, the basic story is the same as it was.  In this particular case, tossing the deviant observations made little difference.  But sometimes it does, so you must pay attention to the appropriateness of the data for the regression model. 

In terms of the original problem, the main conclusion from the analyses is that the grip strength test is valid for use in selecting pickers for this organization.  It is fortunate that the inclusion or deletion of outliers did not change the conclusions of the study.  I also ran analyses (not shown here) where I deleted the weight lifter to be sure that he wasn't overly influential.  It also turns out that the results are the same with or without the weight lifter.  If the choice of observations substantially influences the results, then you have to consider carefully what you are doing and why the observations that came out are so influential.  In the case of strength tests, we are going to have to test weight lifters along with everyone else.  Are we going to treat them any differently?  Probably not.  They should probably be included, even if they upset our statistical assumption of normality.  At any rate, you have to be thoughtful about the problem at hand.  Don't just follow rules without thinking about what you are doing and what it means.

