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Abstract. Digital holography is an emerging field of new paradigm in general imaging appli-

cations. We present a review of a subset of the research and development activities in digital

holography, with emphasis on microscopy techniques and applications. First, the basic results

from the general theory of holography, based on the scalar diffraction theory, are summarized,

and a general description of the digital holographic microscopy process is given, including

quantitative phase microscopy. Several numerical diffraction methods are described and com-

pared, and a number of representative configurations used in digital holography are described,

including off-axis Fresnel, Fourier, image plane, in-line, Gabor, and phase-shifting digital holo-

graphies. Then we survey numerical techniques that give rise to unique capabilities of digital

holography, including suppression of dc and twin image terms, pixel resolution control, optical

phase unwrapping, aberration compensation, and others. A survey is also given of representative

application areas, including biomedical microscopy, particle field holography, micrometrology,

and holographic tomography, as well as some of the special techniques, such as holography

of total internal reflection, optical scanning holography, digital interference holography, and

heterodyne holography. The review is intended for students and new researchers interested in

developing new techniques and exploring new applications of digital holography. C© 2010 Society

of Photo-Optical Instrumentation Engineers. [DOI: 10.1117/6.0000006]
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1 Introduction

Digital holography (DH) is an emerging technology of new paradigm in general imaging appli-

cations. By replacing the photochemical procedures of conventional holography with electronic

imaging, a door opens to a wide range of new capabilities. Although many of the remarkable

properties of holography have been known for decades, their practical applications have been

constrained because of the cumbersome procedures and stringent requirements on equipment.

A real-time process is not feasible, except for photorefractives and other special materials and

effects. In digital holography, the holographic interference pattern is optically generated by

superposition of object and reference beams, which is digitally sampled by a charge-coupled

device (CCD) camera and transferred to a computer as an array of numbers. The propagation

of optical fields is completely and accurately described by diffraction theory, which allows nu-

merical reconstruction of the image as an array of complex numbers representing the amplitude

and phase of the optical field. Digital holography offers a number of significant advantages,

such as the ability to acquire holograms rapidly, availability of complete amplitude and phase

information of the optical field, and versatility of the interferometric and image processing

techniques. Indeed, digital holography by numerical diffraction of optical fields allows imaging

and image processing techniques that are difficult or not feasible in real-space holography.
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Kim: Principles and techniques. . .

Holography was invented in 1948 by Dennis Gabor in an effort to improve the resolution

of the electron microscope, where the correction of electron lens aberrations posed increasing

technical difficulty. Instead of attempting to perfect the electron imaging lens, Gabor dispensed

it altogether and realized that the diffraction pattern of the electron beam contained complete

information regarding the amplitude and phase of the electron wave. The record of the electron

wave diffraction is then used to optically synthesize the object field. This allowed the use of the

optics of visible light for image formation, and was much easier and more developed compared

to electron optics. He named the new imaging principle holography, for its ability to record the

whole optical field [1–3].

The holography principle was immediately applied to recording and imaging by visible

light [4]. But it had to wait for two critical inventions before its full potential was to be realized.

One was the powerful coherent source of light in lasers to provide high quality interference

contrast. The other, due to Leith and Upatnieks [5–7], was off-axis illumination with a separate

reference wave, thus eliminating the problem of the zero-order and twin images of the Gabor’s

on-axis configuration. Soon many new techniques and applications of holography began to

develop. Holography is now a mature field, and an excellent survey is given, for example, in

Ref. 8. It was also realized early on that the use of nonplanar structures of the reference beam can

lead to various manipulations of the holographic output, ranging from image magnification to

more complex image processing, such as encryption, pattern recognition, associative memory,

and neural networks [9]. Instead of photographic plates or films, real-time holography is possible

with photorefractives and other nonlinear optics materials. In fact, we now understand much

of nonlinear optics as generalizations of the holography principle, including phase conjugation,

four-wave mixing, spectral hole burning, and photon echo [10]. The holography process is being

developed for other regions of the electromagnetic spectrum, especially x-ray holography, with

its prospect of atomic resolution [11], as well as for microholography of living organisms [12].

For many application areas, real-time operation is of critical importance but is difficult

with conventional holography. Even photorefractives and other nonlinear optics systems re-

quire substantial equipment and technical care to implement them, and have seen only limited

practical applications. Digital holography replaces physical and chemical recording processes

with electronic ones, and the optical reconstruction process with numerical computation. The

propagation of optical fields is completely and accurately described by diffraction theory, and

in 1967, Goodman and Lawrence demonstrated the feasibility of numerical reconstruction of

an image from a Fourier hologram detected by a vidicon camera [13]. Schnars and Jueptner, in

1994, were the first to use a CCD camera directly connected to a computer as the input, and

compute the image in a Fresnel holography setup [14]. In what is now called digital holography

(DH), holographic interference is produced by optical processes in real space, while reconstruc-

tion is by numerical computation. Conversely, in computer-generated holography (CGH), the

hologram can be produced by numerical computation inside a computer, followed by printing or

other outputs to real space [15]. Reconstruction is then carried out by optical means. CGH has

many interesting properties and applications, such as the ability to arbitrarily prescribe desired

amplitude and phase properties of the output optical field starting from fictitious objects. CGH

is not a subject of this review [16].

By direct electronic recording of holographic interference, and because of the increasing

speed of holographic computation, real-time holographic imaging is now possible, and more

importantly, the complete and accurate representation of the optical field as an array of complex

numbers allows many imaging and processing capabilities that are difficult or infeasible in real-

space holography [17]. Various useful and special techniques have been developed to enhance

the capabilities and extend the range of applications. In digital holographic microscopy, a

single hologram is used to numerically focus on the holographic image at any distance [18,19].

Direct access to the phase information leads to quantitative phase microscopy with nanometer

sensitivity of transparent or reflective phase objects, [20,21] and allows further manipulations

such as aberration correction [22]. Multiwavelength optical phase unwrapping is a fast and robust

method for removing 2π -discontinuities compared to software algorithm-based methods [23].
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A significant constraint of digital holography is the pixel count and resolution of the imaging

devices. Suppression of the zero-order and twin images by phase-shifting digital holography

allows efficient use of the pixel array [24]. Digital Gabor holography, without separate reference

beams, is useful for particle imaging applications by providing 4-D space-time records of particle

fields [25]. Digital holography naturally evolved from the effort to utilize electronic imaging

in interferometry, such as in electronic speckle pattern interferometry (ESPI) [26]. Metrology

of deformations and vibrations is a major application area of digital holography [27]. Optical

processing, such as pattern recognition and encryption, by digital holography also offers new

capabilities [28].

Basic principles of diffraction and general holography are outlined in Sec. 2, and a general

description of digital holographic microscopy (DHM) is given in Sec. 3, with an emphasis on

the quantitative phase microscopy by DHM. Methods of numerical calculation of diffraction are

described and compared in Sec. 4, and a number of main types of interferometer configurations

used in digital holography experiments are given in Sec. 5. There are many numerical techniques

that lead to the unique and powerful capabilities of digital holography, described in Sec. 6. Then

in Sec. 7, a survey is given of the application areas of DHM, as well as special techniques that

expand the capabilities and applications of digital holography. This review has an emphasis on

microscopy applications of digital holography, and therefore omits some major areas of digital

holography development, such as metrology of macroscopic systems and image processing of

holographic data [17].

2 Basic Theory of Holography

2.1 Scalar Diffraction Theory

First, some of the main results of scalar diffraction theory are recalled and applied to the

description of basic holographic image formation. We start by writing down the Fresnel-Kirchoff

diffraction formula for the general problem of diffraction from a 2-D aperture depicted in

Fig. 1 [29].

2.1.1 Huygens convolution

Given the optical field E0(x0, y0) over the input plane 60 at z = 0, the field E(x, y) over the

output plane 6 at z is, with the wavelength λ = 2π/k,

E(x, y; z) = −
ik

2πz

∫

60

∫

dx0dy0E0(x0, y0) exp
[

ik
√

(x − x0)2 + (y − y0)2 + z2
]

. (1)

This is a convolution integral:

E(x, y; z) = E0 ⊙ SH , (2)

Fig. 1 Geometry of diffraction. 60 : input plane and 6 : output plane.
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where the point spread function (PSF) is

SH (x, y; z) = −
ik

2πz
exp

[

ik
√

x2 + y2 + z2
]

, (3)

representing the Huygens spherical wavelet.

2.1.2 Fresnel transform

For paraxial approximation, valid for z3 ≫ k
8
[(x − x0)2 + (y − y0)2]2

max, the Fresnel PSF is

SF (x, y; z) = −
ik

2πz
exp

[

ikz +
ik

2z
(x2 + y2)

]

. (4)

For example, for λ = 0.6µm and [
√

(x − x0)2 + (y − y0)2]max = 5 mm, one needs z > zmin =

93 mm. Then the diffraction is described with a single Fourier transform, as

E(x, y; z) = (2π) exp

[

ik

2z
(x2 + y2)

]

F{E0(x0, y0)SF (x0, y0; z)}[kx, ky]. (5)

We denote the Fourier transform of a function f (x, y) with respect to spatial frequencies (kx, ky)

as

F{f (x, y)}[kx, ky] =
1

2π

∫ ∫

dxdyf (x, y) exp[−i(kxx + kyy)] = f̃ (kx, ky). (6)

The spatial frequencies in Eq. (5) are

kx = k
x

z
; ky = k

y

z
. (7)

2.1.3 Angular spectrum

An alternative approach to describe diffraction is by analysis of the angular spectrum. Given

the field E0(x0, y0) at the input plane 60(z = 0), its angular spectrum is defined as the Fourier

transform

A0(kx, ky) = F{E0} =
1

2π

∫

60

∫

dx0dy0E0(x0, y0) exp[−i(kxx0 + kyy0)]. (8)

Then of course, the input field E0(x0, y0) is the inverse Fourier transform

E0(x0, y0) = F
−1{A0} =

1

2π

∫

60

∫

dkx dkyA0(kx, ky) exp[i(kxx0 + kyy0)]. (9)

The exponential phase factor is the (x0, y0) projection of a plane wave with a wave vector

k = (kx, ky, kz), where kz =
√

k2 − k2
x − k2

y . After propagation over a distance z, the plane

wave acquires an additional phase factor exp{ikzz}, so that the field E(x, y) at 6(z) is
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E(x, y; z)

=
1

2π

∫

60

∫

dkxdkyA0(kx, ky) exp
[

i
(

kxx + kyy +

√

k2 − k2
x − k2

yz
)]

circ





√

k2
x + k2

y

k





= F
−1







A0(kx, ky) exp
[

i

√

k2 − k2
x − k2

yz
]

circ





√

k2
x + k2

y

k











[x, y]. (10)

The circle function circ, whose value is one where the argument is less than one and is zero

otherwise, is necessary to restrict kz to be real. Ordinarily, k2 ≥ k2
x + k2

y , and the circle function

can be dropped. We can also express Eq. (10) as a convolution. To save space, all (x, y) terms

are abbreviated with (x). Implied (y) terms should be clear from the context.

E(x, y; z) =
1

(2π )2

∫

60

∫

dx0E0(x0)

∫

60

∫

dkx exp i[kx(x − x0)] exp
(

i

√

k2 − k2
xz

)

=
1

2π

∫

60

∫

dx0E0(x0)F−1
{

exp
(

i

√

k2 − k2
xz

)}

[x − x0]

= E0 ⊙ SA,

(11)

SA(x, y; z) =
1

2π
F

−1
{

exp
(

i

√

k2 − k2
x − k2

yz
)}

[x, y]. (12)

Note that the Fresnel PSF can be expressed as

SF (x, y; z) =
1

2π
F

−1

{

exp

[

ikz −
iz

2k

(

k2
x + k2

y

)

]}

. (13)

Under paraxial approximation, the Fresnel transform and angular spectrum methods are equiv-

alent.

2.2 Holography of Point Sources

It is useful to consider holographic imaging by point sources [30,31]. Referring to Fig. 2, suppose

two point sources E1δ(x − x1, y − y1, z − z1) and E2δ(x − x2, y − y2, z − z2) emit spherical

waves toward the hologram plane 60(x0, y0) at z = 0. Again, (x, y) pairs of expressions are

Fig. 2 Holography of point sources. E1 and E2 : point sources for recording a hologram on 60

plane. E3 : point source for reading the hologram. 6 : image plane.
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mostly abbreviated with (x) only. Using Fresnel approximation, the fields at z = 0 are

E1(x0, y0) = E1 exp

[

−ikz1 −
ik

2z1

(x0 − x1)2

]

E2(x0, y0) = E2 exp

[

−ikz2 −
ik

2z2

(x0 − x2)2

]

.

(14)

The intensity on the hologram plane is

I12 = |E1 + E2|
2 = |E1|

2 + |E2|
2 + 2E1E2 cos

[

k(z1 − z2) +
k

2z12

(x0 − x12)2 + kζ12

]

,

(15)

where

1

z12

=
1

z1

−
1

z2

;
x12

z12

=
x1

z1

−
x2

z2

; ζ12 =
1

2

(x1 − x2)2

z1 − z2

. (16)

This is a Fresnel zone pattern of a point source located at (x12, y12, z12). Now illuminate the

hologram with a third spherical wave of a possibly different wavelength λ′ = 2π/k′ (µ ≡ k′/k)

from the point source E3δ(x − x3, y − y3, z − z3):

E3(x0, y0) = E3 exp

[

−ik′z3 −
ik′

2z3

(x0 − x3)2

]

. (17)

The optical field at another plane 6(x, y) at an arbitrary z is calculated using the Fresnel

diffraction formula. We calculate only the twin image terms arising from

I±
12 = E1E2 exp

[

±ik(z1 − z2) ±
ik

2z12

(x0 − x12)2 ± ikζ12

]

. (18)

Then,

E±(x, y; z)

= −
ik′

2πz
exp(ik′z)

∫

60

∫

dx0I
±
12E3 exp

[

ik′

2z
(x − x0)2

]

= −
ik′

2πz
E1E2E3 exp

[

±ik (z1 − z2) − ik′ (z3 − z) ± ikζ12

]

×

∫

60

∫

dx0 exp

[

−
ik′

2

(

1

Z±
−

1

z

)

x2
0 + ik′

(

X±

Z±
−

x

z

)

x0 +
ik

2

(

±
x2

12

z12

−
µx2

3

z3

+
µx2

z

)]

.

(19)

After some algebraic effort, we obtain

E±(x, y; z) = α±
E1E2E3 exp

[

±ik (z1 − z2) − ik′ (z3 − z)
]

exp

[

ik′

2

(x − X±)2

z − Z±
+ i8±

]

,

(20)
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where

1

Z±
= ∓

1

µz12

+
1

z3

= ∓
1

µz1

±
1

µz2

+
1

z3

X±

Z±
= ∓

x12

µz12

+
x3

z3

= ∓
x1

µz1

±
x2

µz2

+
x3

z3

,

8± =
k

2

[

(x1 − x2)2

µz1z2

±
(x1 − x3)2

z1z3

∓
(x2 − x3)2

z2z3

]

Z±

(21)

and α± = (1 − z
Z± )−1.

The results show that the fields E±(x, y; z) are spherical waves centered at (X±, Y±, Z±).

Various magnifications can be calculated. The lateral, longitudinal, and angular magnifications

are, respectively,

M±
x =

∂X±

∂x1

= ∓
Z±

µz1

= ∓
1

∓1 ±
z1

z2

+ µ
z1

z3

;

M±
z =

∂Z±

∂z1

= ∓
Z±2

µz2
1

= ∓µM2
x ;

M±
x/z =

∂(X±/Z±)

∂(x1/z1)
= ∓

1

µ
.

(22)

For the case of equal wavelengths, µ = 1, and the reference sources on the optical axis, (x2, y2) =

(x3, y3) = (0, 0), the prior expressions simplify to

1

Z±
= ∓

1

z1

±
1

z2

+
1

z3

; X± = ∓x1

Z±

z1

8± =
kx2

1

2z1

(

1

z2

±
1

z3

)

Z±; α± =
1

1 −
z

Z±

.
(23)

These results are based on the quadratic (Fresnel) approximation in Eq. (4). If higher order

terms are included, then one obtains the third-order aberration terms: spherical aberration, coma,

astigmatism, field curvature, and distortion [30,31]. With the higher order terms, magnification

or wavelength mismatch can introduce aberrations. For the most part, the following theoretical

descriptions will be within the Fresnel approximation. If the finite size of the hologram is taken

into account, the image point has a finite spread determined by the numerical aperture of the

hologram [32].

3 Digital Holographic Microscopy

3.1 General Description of Digital Holographic Microscopy

A basic digital holographic microscopy (DHM) setup consists of an illumination source, an

interferometer, a digitizing camera, and a computer with necessary programs. Most often a laser

is used for illumination with the necessary coherence to produce interference. All different types

of lasers have been used, from ubiquitous HeNe lasers and diode lasers, to diode-pumped and

doubled YAG lasers (often referred to simply as a solid-state laser), argon lasers, as well as

tunable dye lasers and Ti:sapphire femtosecond lasers. For multiwavelength techniques, two or

more different lasers can be coupled into the interferometer, or a tunable laser can be employed.

There are also low-coherence techniques for the purpose of reducing speckle and spurious
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Fig. 3 (a) Michelson interferometer for digital holographic microscopy of reflective specimen.

(b) Mach-Zehnder interferometer for digital holographic microscopy of transmissive specimen.

BS: beamsplitters; L: lenses.

interference noise, or generating contour or tomographic images. A short-pulse (picosecond or

femtosecond) laser can be used, or a tunable laser can be turned into a broadband source by

removing the tuning element. Even an LED typically has 10 µm or so coherence length, which

can be sufficient for holographic microscopy. DHM using a 10.6-µm CO2 infrared laser [33],

deep UV (193 nm), [34] and 32-nm soft x-ray [35] has been demonstrated.

Two main types of interferometers, the Michelson interferometer for reflective objects

and the Mach-Zehnder interferometer for transmissive objects, are depicted in Fig. 3. In each

diagram, the light-green beams are the input from the laser, the light blue is the reference

beam path, and the light red depicts image formation of an object point. In both designs,

the object is illuminated with a plane wave, and the reference arrives at the CCD plane with

the same wavefront curvature as the object wave, except for an offset in the angle of incidence

for off-axis holography. The Mach-Zehnder types require more components but offer more

flexibility in alignment, especially when microscopic imaging optics are used. Interferometers

can also include various apertures, attenuators, and polarization optics to control the reference

and object intensity ratio. Polarization optics can also be used for the explicit purpose of

birefringence imaging. There can also be various types of modulators such as piezo-mounted

optics, liquid crystal phase modulators, acousto-optic, or electro-optic modulators to establish

modulated signals. Techniques such as the lensless Fourier holography [36] configuration can

be used for magnification, but in practice achievable magnification is limited and explicit

magnification by microscope objective lenses is preferred and necessary. Another lens can

be used in the reference arm to match the curvatures of the object and reference wavefronts.

SPIE Reviews 018005-8 Vol. 1, 2010
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Fig. 4 Digital holographic microscopy process (resolution target) (FOV = 200 × 150 µm, 1024 ×

768 pixels): (a) hologram, with detail shown in inset; (b) angular spectrum, with the yellow circled

area pass-filtered for reconstruction; (c) amplitude image; and (d) phase image.

There are many versatile techniques in digital holography that compensate for various types of

aberrations and imperfections of the optical system (see Sec. 6.4), and therefore, in comparison

with conventional holography, the optical and mechanical requirements can be significantly less

stringent.

Typically a CCD, or more recently CMOS, cameras are used to capture and digitize a

holographic interference pattern. The pixel size of these devices is several microns with pixel

counts of 10002 or so. These parameters are the main limiting factors in DHM resolution and

prescribes the range of applications, but one would expect them to continue to improve in the

coming years. The captured hologram pattern is digitized by the camera, or a frame grabber, and

input to the computer as a 2-D array of integers with 8-bit or higher grayscale resolution. The

main task of the computer is to carry out the numerical diffraction to compute the holographic

image as an array of 2-D complex numbers. In addition, the computer program handles a number

of other tasks, such as pre- and postprocessing of the images, rendering and storage of images,

as well as timing and other necessary controls of the apparatus.

An example of the DHM process is shown in Fig. 4 using a resolution target with field

of view (FOV) = 200 × 150µm2. Figure 4(a) is the hologram, with detail shown in the inset,

where the interference fringes are visible. Figure 4(b) is the angular spectrum (Fourier transform),

showing the zero-order and twin image peaks. One of the twin terms is selected with a numerical

bandbass filter (yellow circle). The filtered hologram is then used for numerical diffraction over

an appropriate distance, which results in the reconstructed holographic image as a 2-D array

of complex numbers. The amplitude and phase images in 4(c), 4(d), respectively, are obtained

by taking the absolute magnitude and phase of the complex array. The phase image represents

a phase profile of the optical field reflected from the object surface or transmitted through a

thickness of a transparent object. The phase profile has the precision of a fraction of optical

wavelength, and therefore reveals nanometric variations of the surface or the optical thickness

of the specimen. In Fig. 4(d), minute smudges of some kind are visible, apparently some

fraction of wavelength thickness, which the amplitude image completely misses. The phase

image color scale ranges 2π from blue to red. The object surface is slightly tilted with respect

to the reference wavefront, and such tilt and other aberrations can readily be compensated by

numerical techniques described later.

A well-known distinctive feature of holography is the 3-D content of the image information.

In DHM, a single hologram is used to reconstruct the optical field at any distance from the

hologram, within the limitation of the approximation method used. For example, Fig. 5(a)

shows a hologram of a paramecium. From the single hologram, the image is calculated at

various distances, which are then assembled into a video clip in 5(b). It shows the paramecium

image going through a best focus, preceded and followed by more defocused images, emulating

the turning of a focusing knob on a conventional microscope. In Fig. 6(a), a series of holograms

of a live paramecium and several euglenas are captured. In the scene, the paramecium and

the euglenas swim not only in lateral directions but also in varying depths. In conventional

video microscopy, the focal plane would be fixed and whatever happened to be in that plane

would be recorded, but information on objects not in the focal plane would be permanently

SPIE Reviews 018005-9 Vol. 1, 2010
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Fig. 5 DHM numerical focusing on paramecium: (a) a single hologram captured by the camera

(FOV = 250 × 250 µm, 464 × 464 pixels); and (b) video of a series of holographic images

calculated at varying distances.

Fig. 6 Holographic movies of paramecium and euglena: (a) holograms (video), (b) amplitude

images (video), and (c) phase images (video). (FOV = 250 × 250 µm, 464 × 464 pixels).

lost. With DHM, the holographic movie is processed by calculating the images while adjusting

the reconstruction distances to track a particular specimen as it swims up and down in the 3-D

object volume. Movies of thus calculated amplitude and phase images are shown in Fig. 6(b)

and 6(c)and respectively. In effect, the holographic movie is a complete 4-D space-time record

of the object volume.

3.2 Quantitative Phase Microscopy

Many microscopic biological specimens, such as living cells and their intracellular constituents,

are mostly transparent and therefore problematic for conventional bright-field microscopy. A

number of techniques have been developed for rendering transparent phase objects visible [37]

that have played very important roles in the development of modern biology and medicine.

For example, in dark-field microscopy, only the scattering centers and boundaries contribute

to the image signal against a zero background. In the Zernike phase contrast microscope,

the phase variation is converted into amplitude variation by use of a phase plate and spatial

filtering. In differential interference contrast (DIC) microscopy, the interference of two sheared

polarization components results in images that have a shadow effect and thus gives a 3-D

perception of the object. Interference microscopy, using a Michelson objective for example,

produces fringes of equal thickness of a transparent object. Although these techniques are

effective in making transparent objects visible, the phase-to-amplitude conversion is nonlinear,

and there are significant artifacts in the images such as the halo in Zernike phase contrast and the
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Fig. 7 Digital holographic microscopy process (onion cells) (FOV = 100 × 100 µm, 416 × 416

pixels): (a) hologram, (b) angular spectrum, (c) amplitude image, (d) phase image, (e) unwrapped

phase image, and (f) phase image in pseudo-3-D view.

disappearance of contrast along the direction perpendicular to shear in DIC. These techniques

do not produce quantitative phase images.

The optical phase of the light transmitted through transparent objects can convey quantita-

tive information about the object, such as its physical thickness and index of refraction [38],

which in turn are functions of physical density or chemical concentration properties. High

precision measurements of optical phase can thus reveal subtle changes in these parameters

that accompany cellular processes. To obtain quantitative phase images, one can perform an

interferometric measurement of a focused beam of light on an object, and scan the beam over

the object in a raster fashion. Optical profilers based on scanning interferometers are especially

well suited for imaging applications in materials science, as in MEMS and nanofabrication, be-

cause of the high precision obtainable and the static nature of the objects being imaged [39,40].

On the other hand, the speed constraint and mechanical complexity of scanning interferome-

ters can significantly restrict the range of applications in biomedical imaging [41], where one

needs to make observations of dynamic processes under widely varying environments. There

have been some recent developments in 2-D quantitative phase microscopy. In phase-shifting

interference microscopy [42,43], the quantitative phase image is obtained from a combina-

tion of three or more interferograms. There is also a noninterferometric method to extract

quantitative phase images from differential focusing properties of bright-field intensity images

alone [44,45].

Digital holography is a very effective process for achieving high-precision quantitative phase

microscopy. The phase image is immediately and directly available as soon as the 2-D complex

array of the holographic image is calculated. A single hologram exposure is required. It does not

involve raster scanning. Most importantly, the phase image is a quantitative representation of the

object profile with nanometer, and even subnanometer, precision [20,21,46–48]. An example

of DHM imaging of a layer of onion cells is shown in Fig. 7, where Fig. 7(a) is the hologram

and Fig. 7(b) is its angular spectrum. Because of the structure of the specimen, the spectral

peaks are more diffuse compared to Fig. 4. Figure 7(c) is the amplitude image, analogous to

what one would see through a conventional microscope, and Fig. 7(d) is the phase image. The

onion cells apparently have thicknesses of several microns, and therefore the phase profile

varies by several cycles of 2π radians. A public-domain phase unwrapping algorithm is used

to remove the 2π discontinuities in Fig. 7(e), and it is rendered in pseudocolor pseudo-3-D

perspective in Fig. 7(f). Figure 7(f) is pseudo-3-D in the sense that the apparent height profile

is the profile of optical thickness that includes both physical thickness and index variation, and

one needs to use caution in interpreting such an image. Figure 8 displays a few more examples

of quantitative phase microscopy (QPM) images by DHM. Figure 8(a) is one group of three

bars on a resolution target. The noise level in the flat area of the image is measured to be

3 nm and the thickness of the chromium film is measured to be about 50 nm, consistent with the

manufacturer’s estimate. Figures 8(b), 8(c) are fixed SKOV-3 ovarian cancer cells, where one

can discern several intracellular components such as the nuclear membrane and chromosomes.

Figure 8(d) shows several red blood cells, while in Fig. 8(e) one can notice a fold of the cheek

epithelial cell, as well as its nucleus and mitochondria. Figure 8(f) is an image of a small quartz

crystal in common sand.
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Fig. 8 Examples of quantitative phase microscopy by digital holography: (a) resolution target

(25 × 25 µm, 452 × 452 pixels); (b) SKOV-3 ovarian cancer cells (60 x 60 µm, 404 × 404 pixels);

(c) SKOV-3 ovarian cancer cell (60 × 60 µm, 404 × 404 pixels); (d) red blood cells (50 × 50 µm,

404 × 404 pixels); (e) cheek epithelial cell (60 × 60 µm, 404 × 404 pixels); and (f) quartz crystal

of sand (60 × 60 µm, 404 × 404 pixels).

3.3 Comparisons of Analog and Digital Holographic Microscopy

There are a number of significant distinctions between analog (AH) and digital (DH) hologra-

phies. Most obviously, DH does not involve photochemical processing. Therefore, DH is orders

of magnitude faster and can be performed at video rates. Additional hardware required in DH

is the CCD camera and a computer, while the need for dark room facilities and a supply of

chemicals is unnecessary. Furthermore, because of the high sensitivity of CCD compared to

photographic emulsion, the exposure time is reduced by orders of magnitude. For example, a

CCD pixel area of 100 µm2 can detect as few as several photons, whereas a similar area of

a high-sensitivity photographic plate requires many millions of photons. Short exposure time

in turn implies much reduced requirement on the mechanical stability of the apparatus. Heavy

optical tables with vibration isolation are often not critical. On the other hand, the main issue

of DH is low resolution. A typical CCD pixel is several microns across, while the grains on a

photographic emulsion may be 2 orders of magnitude finer. This limits the spatial frequency of

the fringes and therefore the angular size of the object to a few degrees for DH, while a full

180 deg is possible for AH. The familiar parallax effect of display holograms of AH is currently

not feasible in DH [49]. The real strength of DH, however, is the whole range of powerful nu-

merical techniques that can be applied once the hologram is input into a computer. One simple

but significant example relates to Fig. 3, where a lens is used to magnify the hologram FOV to

match the CCD size. Once the computer reads the hologram into an array, one only needs to

specify the dimension of the FOV and the wavelength, and proceed to compute the numerical

diffraction. In AH, however, to properly read out the magnified or demagnified hologram, the

wavelength also needs to be scaled proportionately, a task that is highly cumbersome at the least

and infeasible in most cases. Another example is holographic interferometry using multiple

wavelengths. In AH interferometry, multiple holograms are produced and repositioned exactly,

and ideally each hologram needs to be illuminated with a different wavelength, which can

be physically impossible. Most often the superposed holograms are illuminated with a single

wavelength, and the resulting aberrations are unavoidable. In DH, however, the superposition

simply consists of an addition of several numerical arrays. There is no limitation on the number

SPIE Reviews 018005-12 Vol. 1, 2010

Downloaded from SPIE Digital Library on 17 May 2010 to 131.247.116.180. Terms of Use:  http://spiedl.org/terms



Kim: Principles and techniques. . .

of arrays, and furthermore, there are ways to preprocess the arrays to compensate for chromatic

and other aberrations if present. More examples of the power of numerical processing in DH

will become evident in the following discussions.

Because of its sensitivity and technical versatility, quantitative phase microscopy is a very

important and active area of research and applications in digital holography [20,21,46]. Aber-

rations or other deformations of wavefronts can easily be compensated by using a matching

reference wave [22,50,51]. Multiwavelength optical phase unwrapping (see Sec. 6.3) allows

nanometric-precision phase imaging over a range of many micrometers without many problems

associated with common software-based unwrapping methods [23,52]. Biomedical microscopy

application is an area that can benefit significantly from the new capabilities of digital hologra-

phy by providing label-free, minimally invasive, and highly sensitive methods of imaging subtle

changes in the physical and physiological states of cells and tissues [19,47,53–55]. Materials

and MEMS technologies can also utilize digital holography in characterization and testing of

various structures [56–61].

4 Numerical Diffraction

4.1 Methods of Numerical Diffraction

There are a number of different methods developed for numerically calculating the diffrac-

tion field. Precursors of digital holography [13,62] involved Fourier holography and therefore

required a single Fourier transform for reconstruction. This was significant because of the lim-

itations on computational power. More common approaches in digital holography have been

the Fresnel transform and Huygens convolution methods, as well as, more recently, the angular

spectrum method [27,63]. These methods are closely related to each other, and the terminol-

ogy is not uniform. The Fresnel transform method is a direct digital translation of the familiar

Fresnel diffraction formula of Eq. (5), and is therefore amenable to direct comparison of digital

results with analytical expressions, which are mostly developed using the Fresnel approxima-

tion. The Huygens convolution and angular spectrum methods appear very similar analytically,

but their digital implementation leads to significant differences, as described next. Among the

three methods, only the angular spectrum method requires no minimum reconstruction distance

and has other advantages. Other methods of numerical diffraction include wavelet or Fresnelet

approach [64,65], fractional Fourier transform for highly astigmatic systems [66–69], and win-

dowed Fourier analysis [70]. The Wigner space diagram is utilized for space-bandwidth analysis

of holographic image formation [71–73]. 3-D optical transfer function (OTF) for DHM is given

in Ref. 74.

4.1.1 Fresnel transform

Under Fresnel approximation, the propagation of optical field from a plane 60 at z = 0 to

another plane 6 along the z axis is given by Eq. (5):

E(x, y; z) = (2π ) exp

[

ik

2z
(x2 + y2)

]

F{E0(x0, y0)SF (x0, y0; z)}[kx, ky], (24)

SF (x, y; z) = −
ik

2πz
exp

[

ikz +
ik

2z
(x2 + y2)

]

. (25)

The Fresnel transform method therefore involves a single Fourier transform, and can be ef-

ficiently implemented by the use of the fast Fourier transform (FFT) [14,27,46,75–80]. For

numerical calculation, a X0 × Y0 area of the input field E0(x0, y0) is sampled on an Nx × Ny

array with pixel size δx0 × δy0. The output field is then another Nx × Ny array of area X × Y

and pixel size δx × δy. An example of numerical diffraction by the Fresnel transform method

SPIE Reviews 018005-13 Vol. 1, 2010

Downloaded from SPIE Digital Library on 17 May 2010 to 131.247.116.180. Terms of Use:  http://spiedl.org/terms



Kim: Principles and techniques. . .

Fig. 9 Numerical diffraction by Fresnel transform method. Each frame is 100 × 100 µm2 with

256 × 256 pixels. Top row is amplitude images and the bottom is phase images, at distances

10, 30, 50, 100, and 200 µm , and λ = 0.633 µm .

Fig. 10 Comparison of the numerical diffraction methods for propagation over a range of z =

0 ∼ 250 µm : (a) Fresnel transform, (b) Huygens convolution, and (c) angular spectrum methods.

Upper row is amplitude profiles and lower row is phase profiles.

is shown in Fig. 9, where the input pattern at z = 0 is the letter “F” in an opaque screen of

100 × 100 µm2 area with 256 × 256 pixels, and the wavelength is assumed to be λ = 0.633 µm.

The top row shows the amplitude of the diffracted field at distances of z = 10, 30, 50, 100, and

200 µm. The bottom row shows corresponding phase patterns. In the phase images, the factor

exp (−ikz) has been multiplied to remove the rapid phase variation due to overall z-propagation.

One pixel in E(x, y; z) corresponds to δkx = k
z
δx, which in the 6-plane corresponds to

δx =
z

k
δkx =

2πz

kX0

=
λ

X0

z, (26)

where X0 is the size of the 60 plane. That is, the pixel size and the 6-plane size grow linearly

with the distance, as is evident in Fig. 9. In fact, the field of view at the five distances are 16, 48,

81, 160, and 320 µm. There are methods to address the problem of nonconstant pixel resolution,

which is discussed in Sec. 6.2. Also evident is the presence of a minimum distance to obtain a

valid diffraction pattern. To avoid aliasing [81], the output plane 6 needs to be at least as large

as the input plane 60, which leads to zmin =
X2

0

Nλ
. Figure 10(a)shows a yz-cross section of the

propagation over a range of z = 0 ∼ 250µm along a vertical line indicated by the blue arrow in

Fig. 9. The location of zmin = 62µm is indicated with a red arrow in Fig. 10(a), and at shorter

distances one observes wrapping and aliasing of the calculated output image.
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Fig. 11 Numerical diffraction by angular spectrum method, with the same set of parameters as

in Fig. 9.

4.1.2 Huygens convolution

The diffraction can also be calculated as a convolution integral [Eq. (2)],

E(x, y; z) = E0 ⊙ SH = F
−1 {F{E0} · F {SH }} , (27)

SH (x, y; z) = −
ik

2πz
exp[ik

√

x2 + y2 + z2]. (28)

Thus, the Huygens convolution is computed with three Fourier transforms [18,27,76,82,83].

Numerical diffraction by Huygens convolution using the same set of parameters as in Fig. 9 is

shown in Figs. 10(b) and 11. The short-distance behavior is significantly better than the Fresnel

method. Also note that one can use the Fresnel PSF SF as an approximation to SH and obtain

results with similar qualities. Such approximation, however, is really not necessary.

4.1.3 Angular spectrum

The diffraction is calculated by the angular spectrum method according to

EA(x, y; z) = F
−1







F{E0}[kx, ky] exp
[

i

√

k2 − k2
x − k2

yz
]

circ





√

k2
x + k2

y

k











[x, y], (29)

which requires two Fourier transforms [19,63,84–89]. For image plane holographic microscopy,

where the input field E0 may be actually a magnified image of a microscopic object, the effective

pixel size may be smaller than the wavelength, and the argument of the square root in Eq. (29)

may become negative in parts of the spectral domain, and the circle function is then required.

Numerical diffraction by angular spectrum using the same set of parameters as in Fig. 9 is shown

in Figs. 10(c) and 12. This method yields valid diffraction images at short distances, down to

zero.

4.2 Comparison of Methods

Referring to Fig. 13, the angular spectrum method is based on propagation of plane waves.

Sampling of the plane waves by discrete pixels of the CCD does not vary with distance, and

therefore the angular spectrum method does not have any distance limitations. On the other

hand, the Fresnel transform method is based on the propagation of spherical (or parabolic
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Fig. 12 Propagation of (a) plane and (b) spherical waves in digitized numerical space.

Fig. 13 Numerical diffraction by Huygens convolution method, with the same set of parameters

as in Fig. 9.

approximation) wavefronts. When the center of curvature is too close to the CCD array, local

fringe frequency on the CCD plane may be higher than the Nyquist frequency. This occurs

when the distance is smaller than zmin = X0

√

( 2δx
λ

)2 − 1, which in our example is 72 µm. The

behavior of diffraction field calculated by the three methods over a range of z = 0 ∼ 250 µm

is shown in Fig. 10. Moreover, there also is a maximum distance that yields correct diffraction

patterns for the Fresnel transform method. For large enough distances, the fringe period becomes

larger than the entire CCD array, failing to record any diffraction information. This occurs when

the distance is larger than zmax =
X2

0

2λ
, which, for our numerical example, is 7900 µm. The

angular spectrum does not have this limitation either. It should be noted that the terminology

and relevant approximations of the various methods in the literature are not uniform, and

comparison of results, such as the minimum and maximum distances, must be made with some

care [90].

4.3 Digital Sampling of Hologram

The finite size of and discrete sampling by the CCD array modifies the holographic imaging

properties that we obtained in Sec. 2.2 [ [73,76,80,91–94]. Suppose the size of the CCD array

is X0 × Y0 with Nx × Ny pixels, so that the pixel pitch is δx0 × δy0 = (X0/Nx) × (Y0/Ny).

Further suppose that the sensitive area of a CCD pixel is γxδx0 × γyδy0, where γx and γy are
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the fill factors. The CCD sampling function is then written as [93,95–97]

P (x0, y0) = rect

(

x0

X0

)

·

[

comb

(

x0

δx0

)

⊙ rect

(

x0

γ δx0

)]

, (30)

where again we abbreviate the y-terms and also drop the subscript from γ . The comb func-

tion comb(x/δx) is a series of delta functions with δx intervals, and the rectangle function

rect(x/a, y/b) has a value of one within the rectangle of size a × b and zero outside. We

consider the holographic image formation by point sources as in Sec. 2.2, but in Eq. (19), we

multiply the sampling function P (x0, y0) inside the Fresnel diffraction integral, so that

E± = −
ik′

2πz
E1E2E3 exp

[

±ik(z1 − z2) − ik′(z3 − z) ± ikζ12

]

×

∫

60

dx0P (x0) exp

[

−
ik′

2

(

1

Z±
−

1

z

)

x2
0 + ik′

(

X±

Z±
−

x

z

)

x0

+
ik

2

(

±
x2

12

z12

−
µx2

3

z3

+
µx2

z

)]

. (31)

The effect of the sampling function on the integral is, for a function f (x0),

∫

60

dx0P (x0) · f (x0) =

X0/2δx0
∑

m=−X0/2δx0

∫ (m+γ /2)δx0

(m−γ /2)δx0

dx0f (x0). (32)

Also note that at the position of the holographic image z = Z± and the integral and summation

are easily carried out.

E±(x; z)

= −
ik′

2πz
E1E2E3 exp[±ik(z1 − z2) − ik′(z3 − z) ± ikζ12] exp

[

ik

2

(

±
x2

12

z12

−
µx2

3

z3

+
µx2

z

)]

× γ δx0 exp

[

ik′

Z±
(x − X±)

δx0

2

] sin

[

k′

Z±

(

x − X±
) X0

2

]

sin

[

k′

Z±

(

x − X±
) δx0

2

] sinc

[

ik′

Z±

(

x − X±
)

γ
δx0

2

]

.

(33)

The lower line of Eq. (33) shows the effect of digital sampling [76]. The sinc function has a

width of 4πZ±

k′γ δx0
between the first zeroes. For a small fill factor γ → 0, the image is uniform

in amplitude throughout the image plane. On the other hand, integration over the pixel area

with a larger fill factor results in vignetting, especially for shorter image distance Z±. The

sine-over-sine factor of Eq. (33) gives the lateral resolution of a point image to be 4πZ±

k′X0
, which

shows the expected dependence on the numerical aperture of the camera array [32]. Also note

that the point image repeats over a period of 4πZ±

k′δx0
. This period has to be larger than the size

of the camera array [81], which leads to the minimum distance zmin = X±2

2λN
, as seen in Sec. 4.1.

To estimate the axial resolution, suppose all three source points are on the z axis. Then the

reconstructed field along the z axis is given by

E± (0; z) ∝

X0/2δx0
∑

m=−X0/2δx0

∫ (m+γ /2)δx0

(m−γ /2)δx0

dx0 exp

[

−
ik′

2

(

1

Z±
−

1

z

)

x2
0

]

. (34)
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Fig. 14 Off-axis Fresnel holography. Blue represents reference beams and red represents prop-

agation from a point on the object: (a) recording and (b) reconstruction.

The integral sum is close to zero unless the phase of the exponential varies slowly within the

range X0, which leads the axial resolution to be 2λ′Z±2

X2
0

.

For a holographic microscopy setup with an objective lens, as depicted in Fig. 3, the source

point E1δ (x − x1, y − y1, z − z1) may in fact refer to an object point imaged and magnified by

the lens. In that case, E1 is a point within the PSF of the image, and the description follows as

before. Alternatively, and equivalently, E1 refers to an actual object point and the CCD array

refers to its image projected into the object volume through the objective lens. In that case, the

CCD array is demagnified by the lens and an object point is spread by a demagnified PSF as well.

5 Digital Holography Configurations

5.1 Off-Axis Fresnel Holography

An overview of the main types of interferometer configurations used in digital holography is

given. First, Fresnel holography refers to a configuration where the object is a finite distance

from the hologram plane and the reference is usually a plane wave. Then the images form at the

object position and its mirror position with respect to the hologram, with unit magnification, as

shown in Fig. 14. To avoid the overlap of the reference and the images, the reference and object

waves are offset by an angle, as was originally done by Leith and Upatnieks [6]. Image position

and magnification can be manipulated by using references other than a plane wave, according

to Eqs. (21) and (22). Placement at a large enough distance and the use of Fresnel transform

allow imaging of an object larger than the CCD array size, such as in macroscopic metrology

applications [ [14,77,98,99]. Also, an imaging lens can be used to form a magnified [46] or

demagnified image of the object, which then propagates to the hologram plane. For example,

in Ref. 77, a negative lens is used to form a demagnified image of a large object, thus reducing

spatial frequency bandwidth.

5.2 Fourier Holography

As is well known, the field at the back focal plane is the Fourier transform of the object field

at the front focal plane. The hologram is recorded with a plane reference wave [Fig. 15(a)].

In reconstruction, a plane reference wave and a lens produce the inverse transform, which is

the image [Fig. 15(c)]. Alternatively, lensless Fourier holography is possible by placing a point

source reference at the object plane [Fig. 15(b)], and the reconstruction proceeds in the same

manner as before [36,94]. But in digital holography, the reconstruction is especially simple, for

it requires only a single Fourier transform of the recorded hologram [13,62]. In the first digital

Fourier microholography experiment of Ref. 62, a drop of glycerol placed next to the specimen

on a microscope slide acted as the focusing lens to form the point source reference in front

of the Fourier lens. There a numerical lens was also introduced to focus the image at varying

distances. High resolution microscopy is possible using a relatively simple setup [100,101],
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Fig. 15 Fourier and lensless Fourier holography: (a) Fourier hologram recording using a lens, (b)

lensless Fourier hologram recording, and (c) reconstruction by Fourier transform, represented

with the Fourier lens.

and a detailed analysis of image formation in lensless digital Fourier holography is given in

Ref. 91. In lensless Fourier microholography, the object can be placed close to the sensor, which

increases the numerical aperture and improves resolution [102]. But this introduces aberration

in the reconstruction because of violation of the Nyquist frequency requirement. The hologram

is expanded and interpolated, followed by multiplication of a transfer function, before Fourier

transform, to obtain an aberration-free high resolution image. Ref. 98 makes a comparison of

various interferometer configurations in the context of macroscopic metrology applications.

5.3 Image Plane Holography

The object can be placed close to the hologram plane, so that z1 ≈ 0. Then Z± ≈ z1 and

X± = ∓x1, so that the image forms near the hologram plane at the object position. In real-space

holography, this is useful for creating holograms that can be viewed with low coherence light,

because the image distance is not very large compared to the coherence length. In microscopic

holography, this would not be useful because there is no magnification, unless one uses a

microscope to view the hologram. On the other hand, an objective lens can be used to form

near the hologram plane a magnified image of the object, and the holographic image would

reconstruct the magnified image [Fig. 16(a)]. The image will correctly reproduce the amplitude

profile of the object, but not the phase profile. Alternatively, the objective lens can be used to

form a magnified image of the holographic interference, including both the object and write

reference [Fig. 16(b)]. In real-space holography, a reconstruction using the same wavelength

from the magnified hologram would result in an unmagnified image of the original object

size. To maintain the magnification, one would have to use a wavelength longer by the same

magnification factor, but such a long wavelength would be in the far infrared or microwave.

In digital holographic microscopy, this configuration is particularly flexible because the

acquired hologram can be numerically scaled according to the physical dimensions of the

object, regardless of the image size on the CCD. In effect, a demagnified CCD array is placed
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Fig. 16 Recording of image plane holograms by projection of a magnified image of the object on

the hologram plane, in superposition with a (a) plane reference wave or (b) wavefront-matched

reference wave.

near the object position. Once the magnified holographic interference is input into the computer,

it is only a matter of assigning the original microscopic frame size and the correct wavelength

that was used for creating the holographic interference. The numerically reconstructed image

will then correctly represent the amplitude and phase of the original microscopic object space.

Image plane digital holography has been useful in a number of different application areas,

including biological microscopy [47,103], where it is important to be able to monitor the live

specimen being imaged. It is also advantageous for improving light collection efficiency in

particle velocimetry [104]. For DHM using low coherence light, one necessarily operates near

image plane configuration [83,105,106].

5.4 In-Line Holography

Off-axis holography is necessary to avoid the overlap of the zero-order and holographic images.

But this in effect reduces the information content of the hologram to one quarter of the pixel

count, which is at a premium in digital holography. With in-line holography, the object field is in

general alignment with the reference beam, and the entire hologram pixel count is utilized, which

also leads to shorter minimum distances for Fresnel reconstruction and higher resolution of the

resultant image [107] (Fig. 17). A number of methods have been proposed and demonstrated to

reduce or eliminate the effect of the zero-order and twin image, as is described later (see Sec.

6.1). The zero-order (or dc) term can be partially suppressed simply by subtracting the average

intensity of the entire hologram, or alternatively by taking the Fourier transform of the hologram

and applying a high-pass filter near the zero frequency. The effectiveness of high-pass filtering

depends on the spectral content of the object. Separate exposures of the reference and object

beams and their subtraction from the hologram before zero-order filtering improves the result.

The twin image removal is less straightforward [79,108] and requires special techniques such

as the phase-shifting multiexposure method. On the other hand, the high-pass filtering method

can be effective when the dynamic nature of the object precludes the phase-shifting method.
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Fig. 17 In-line holography: (a) in-line superposition of object and reference beams, and (b)

reconstruction of superposed zero-order and twin images.

Fig. 18 Gabor holography: (a) recording by superposition of the reference and its scattered

component from a point object, and (b) reconstruction of a point image and its defocused twin.

5.5 Gabor Holography

In Gabor holography, the object is illuminated with a single beam of light and there is no separate

reference wave (Fig. 18). The part of the light that is scattered by the object is the object wave,

and the remainder that does not undergo scattering acts as the reference wave. The method

is more effective the smaller the object is, so that the reference is not excessively disturbed.

Because of this constraint and because of the simplicity of the optical setup, Gabor holography is

particularly useful for particle image analysis [109–111] as well as for thin fibers [112]. Digital

Gabor holography (DGH) can provide new capabilities for wider applications of this simple

configuration [113–115]. For example, in Ref. 25, the difference of two consecutive holograms

in a holographic movie completely subtracts the background while revealing movement of

particles or microbes. For microscopic particles, the twin image problem is often negligible,

because even at relatively short distances the Fraunhofer condition is satisfied and the twin

image is completely defocused. In Ref. 116, simple inspection of intensity profiles through a

particle allowed an estimate to be made of the particle’s 3-D position coordinates within an

accuracy of a few hundred nanometers. When the derivative of a second-order polynomial fitted

to the intensity profiles was taken, the X, Y, and Z position coordinates of particles could be

determined within 50 nm. An underwater device utilized DGH to investigate particles, bacteria,

paramecium, and other swimming microbes [117,118], and the detailed flow field of a feeding

copepod was measured using DGH [119]. The DGH configuration is also in-line, but in this

review in-line holography refers to one with a separate reference wave. With DGH, the object

must fill only a small portion of the field, while in-line holography with references does not

have such a constraint. With the in-line configuration, the subtraction of the zero-order and twin

terms is important, while with DGH those terms presumably have negligible effect.

5.6 Phase-Shifting Digital Holography

The in-line configuration makes use of the full pixel count in forming the holographic image, but

the zero-order and the twin image terms are superposed on the image. A very effective method

of removing these terms was introduced by Yamaguchi and Zhang [24], where the complex

field at the hologram is obtained by phase-shifting interferometry. From the complex field at the
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Fig. 19 Phase-shifting digital holography. PZT: piezomounted mirror for modulation of reference

phase.

hologram plane, including the amplitude and phase information, the optical field at any other

plane can be obtained by one of the numerical diffraction methods.

For simplicity, assume that the reference is a plane wave normally incident on the hologram

plane: ER(x, y) = ER exp (iψ). The object wave has the amplitude EO(x, y) and phase ϕ(x, y)

distributions, so that

EO(x, y) = EO(x, y) exp [iϕ(x, y)] = EO(x, y) [cos ϕ + i sin ϕ] . (35)

Then the interference intensity is

Iψ (x, y) = |EO + ER|2 = E
2
R + E

2
O(x, y) + 2EREO(x, y) cos [ϕ(x, y) + ψ] . (36)

In four-step phase-shifting digital holography (PSDH), four holograms with phase shifts

ψ = 0, π/2, π, 3π/2 are acquired, for example by a piezo-mounted reference mirror

(Fig. 19):

I0 = E
2
R + E

2
O + 2EREO cos ϕ

Iπ/2 = E
2
R + E

2
O − 2EREO sin ϕ

Iπ = E
2
R + E

2
O − 2EREO cos ϕ

I3π/2 = E
2
R + E

2
O + 2EREO sin ϕ,

(37)

which are then numerically combined to extract the amplitude and phase profiles, so that

EO(x, y) =
1

4ER

[(I0 − Iπ ) + i(I3π/2 − Iπ/2)]

ϕ(x, y) = tan−1

[

I3π/2 − Iπ/2

I0 − Iπ

]

.

(38)

This completely defines the complex optical field EO (x, y; 0) of the object at the hologram

plane, and the diffraction theory can be used to calculate the optical field EO(x, y; z) at any

distance z from the hologram. A similar procedure is given in Ref. 120. These procedures

completely remove the contributions from the zero-order and twin image terms. The number
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of required hologram exposures is reduced by one in three-step PSDH [76] with phase shifts

ψ = 0, π/2, π :

EO(x, y) =
1 + i

4ER

[(I0 − Iπ/2) + i(Iπ − Iπ/2)]

ϕ(x, y) = tan−1

[

Iπ − Iπ/2

I0 − Iπ/2

]

.

(39)

A two-step method is also possible [121,122]

EO(x, y) =

(

I0 − E
2
O − E

2
R

)

− exp (iψ)
(

Iψ − E
2
O − E

2
R

)

ER [1 − exp (2iψ)]
, (40)

which requires two phase-shift exposures plus separate exposures of the object and reference

intensities. Recently, a two-step-only method without the need for separate intensity exposure

of references or objects was introduced [123]. Methods are also available for phase extraction

with unknown or random phase shifts [124,125].

The general phase-shifting principle is applied in other various configurations. For example,

in Ref. 126, the phase shift is introduced on a portion of the Fourier spectrum by projecting

an apertured phase modulator onto the focal plane of the imaging lens, reminiscent of Zernike

phase contrast microscopy. The object is positioned on the focal plane and the CCD acquires

three or four Fourier holograms with appropriate phase shifts, which eliminates the zero-order

and twin spectral components. There is another method of extracting the phase profile from

a single interferogram by fitting sinusoids over the slowly varying interference intensity. The

method is called the spatial carrier phase shift method or sinusoid fitting method [98,127], which

requires a single interferogram exposure but at the expense of the spatial resolution. It operates

on the interference fringes at the image plane and does not require Fourier transform. It is valid

if the phase changes slowly over several pixels, so that

ϕ(x, y) = − tan−1

[

I (x + 1x, y) − I (x − 1x, y)

I (x + 1x, y) − 2I (x, y) + I (x − 1x, y)
tan

k01x

2

]

, (41)

where I (x, y) is the interference pattern, k0 is the carrier fringe frequency, and 1x is the pixel

pitch. A more general method that works for curved reference waves as well as plane waves

was introduced in Ref. 128. Reference 104 describes a few different phase-shifting methods.

Error in phase shift in reconstruction relative to the phase shift in recording can lead to

incomplete cancellation of the dc and conjugate terms [129]. One way to estimate and correct

the error is by minimizing the error in the reconstructed amplitude image compared to the object

[121]. More general methods are given in Refs. 130,131, and 132, where the phase shift between

two exposures is calculated based on a statistical consideration of the interferogram, and its

correction for intensity instability is also given [133]. In Ref. 134, a difference frequency between

the object and reference beams was set up using acousto-optic modulators such that the phase

shift between consecutive CCD frames could be precisely controlled, and achieved ultimate

sensitivity of one photoelectron noise per pixel – also called heterodyne digital holography. An

analysis of noise and sensitivity of PSDH has been made in Ref. 135.

The phase-shifting concept for conventional holography was originally introduced by Gabor

and Goss [136], but the complexity of the optomechanical system was substantial, whereas with

digital implementation, algebraic manipulation of the various terms presents no such difficulty.

Hence the technique finds applications in many different areas, including microscopy [137],

surface shape measurement [138], and color holography [139]. PSDH can be applied with Fresnel

configurations for macroscopic imaging [24] or image plane configuration for microscopy [98].
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6 Numerical Techniques for Digital Holographic Microscopy

6.1 Suppression of DC and Twin Image Terms

The DC term, which includes reference and object field intensities, can be reduced by subtracting

the average value from the hologram array. Since the object as well as the reference fields have

spatial variations, the DC component has a finite amount of spectral spread around the zero

frequency. A high-pass filtering effect was obtained by blanking a 3-×-3 pixel neighborhood of

the zero frequency from the spectrum [78]. A more effective approach is to apply a numerical

filter or mask directly on the Fourier (or angular) spectrum of the off-axis hologram, as first

demonstrated by Cuche, Marquet, and Depeursinge [140]. The method can be used not only to

suppress the DC term, but also to select one of the twin first order terms as well as eliminate

spurious spectral components due to parasitic reflections and interference, thus improving the

quality of the reconstructed image. A similar effect can be achieved physically by placing an

appropriate mask in the Fourier plane of a 4f configuration of lenses, but the numerical method

affords significant flexibility and versatility. For example, the numerical spectral mask can be

easily set up with a smoothed window function to reduce fringing in the reconstructed image.

Separate acquisition and subtraction of reference and object intensities from the hologram can

be useful [107], even with off-axis numerical filtering, by allowing larger bandwidth of the

filter. Note that the hologram filtered numerically can have positive and negative pixel values

with the average near zero, a feature not feasible in a real-space hologram.

In Ref. 108, the DC component is filtered out by applying a high-pass filter in the Fourier

spectrum of an in-line hologram. The twin image term is reduced, but not eliminated, by

numerically imaging the aperture and suppressing the out-of-focus conjugate noise outside the

aperture. Alternatively, with an aperture at a Fourier plane, the aperture image is suppressed and

the conjugate part is used to reconstruct the conjugate image of the object. Combinations of two

or more holograms with stochastic change in the object speckles between them resulted in the

removal of the dc and twin terms [79,141]. Phase-shifting digital holography very efficiently

eliminates the dc and twin image terms, as described before.

6.2 Pixel Resolution Control in the Fresnel Transform Method

In the Fresnel transform method of numerical diffraction, the pixel size varies linearly with

distance, as δx = λz
X0

. Therefore, the field of view of the image plane increases with distance,

and therefore objects larger than the CCD array can be imaged using the Fresnel transform

if the object is at a large enough distance. On the other hand, this can cause problems when

multiple holographic images with different image distances need to be combined for holographic

interferometry. Pixel resolution also varies with wavelength, which can cause problems for

multiwavelength holography methods, such as color holography or optical phase unwrapping.

One way to address the issue is by interpolation of the pixels. The amplitude images can

interpolate correctly, but the phase images likely would not because of wrapped phase at

multiples of 2π . A better solution is provided by zero padding [142], where the hologram

is padded with zero-valued pixels around the boundary, so that the effective hologram size

X′
0 = N ′δx increases linearly with the reconstruction distance z, and the pixel resolution at the

image plane δx ′ = λz
X′

0
remains constant.

Another method is provided in a two-step Fresnel transform over distances z1 and z2, such

that z = z1 + z2 is the total distance [143] (Fig. 20). Given the frame size of the hologram X0,

first the Fresnel transform is calculated at an intermediate plane at z1. The frame size there

is X1 = Nλz1

X0
. Then another Fresnel transform is calculated over the rest of the distance z2,

so that the final image frame size is X = Nλz2

X1
= z2

z1
X0. Therefore, the final frame size can be

adjusted by proper choice of the ratio z2

z1
. A variation was introduced in Ref. 144 using a two-step

process. The first diffraction to an intermediate plane is calculated using an angular spectrum

method, whose pixel resolution is constant over any distance. The second diffraction to the final
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Fig. 20 Two-step Fresnel transform method. 60 : input plane; 61 : intermediate plane; and 62 :

output plane.

image plane then has variable resolution. This method can handle small hologram-to-image

distances, whereas in the two-step Fresnel method, if the distance is very small compared to the

minimum reconstruction distance |z| ≪ zmin, then the ratio z2

z1
cannot have much variation. With

two-step Fresnel transform methods, there can be a loss of information if the Fresnel frame size

X1 = Nλz1

X0
is less than the actual optical diffraction size, which depends on the spectral content

of the object [75]. To avoid distortion of the final image due to the loss of diffraction field, one

of the Fresnel steps is replaced with an angular spectrum or Rayleigh-Sommerfeld calculation,

which covers a larger frame than the Fresnel frame. In Ref. 145, the shifted Fresnel transform

and tiling approach was used to control pixel resolution as well as array size, in the context of

CGH.

6.3 Optical Phase Unwrapping

Phase images generated by digital holography, as well as most other phase imaging techniques,

suffer from modulo 2π ambiguities. An object whose optical thickness variation exceeds the

wavelength produces wrapped phase images, with discontinuities at every 2π of the phase

profile. Numerous phase unwrapping algorithms have been developed [146,147], but it remains

challenging to find solutions that can efficiently address all different types of phase topologies.

This is because most of the unwrapping procedures are based on different strategies to find

the phase discontinuities and to make judgments on how to stitch the discontinuous regions.

Most often the algorithms are computationally demanding and have difficulty handling different

types of phase topologies. Optical phase unwrapping (OPU) based on multiwavelength digital

holography offers a method that is fast, efficient, and deterministic.

For example, two holograms of the same object are acquired using two different wavelengths

λ1 and λ2, and the phase images ϕ1(x, y) and ϕ2(x, y) are produced from them. Each of these

phase profiles range in phase from 0 to 2π , and the corresponding optical thickness profiles

range up to λ1 and λ2, respectively. Now, subtracting the two 1ϕ = ϕ1 − ϕ2, followed by

adding 2π wherever 1ϕ < 0, results in a new phase image 8′
12 that ranges from 0 to 2π , whose

effective wavelength, or synthetic wavelength, is given by

312 =
λ1λ2

|λ1 − λ2|
. (42)

The new phase image handles optical thickness variations up to 312, which can be made

large enough to cover the object’s maximum thickness variation by choosing small enough

wavelength differences. If, however, the original phase images have certain amounts of noise,

say ε · 2π , then the new phase image contains the same amount of phase noise, which translates
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to noise in the optical thickness profile, ε312 instead of ελ1, magnified by the same factor as

the synthetic wavelength. The noise can be reduced back to the original level by using the new

phase map as a guide to decide how to unwrap the ϕ1 phase map. That is, the new phase map is

given by

812 = ϕ1 + int

[

8′
12312

λ1

]

· 2π, (43)

where int stands for integer quotient. This scheme works if the amplified noise does not ex-

ceed the original wavelength ε312 < λ1, which sets the minimum difference wavelength, and

therefore the maximum synthetic wavelength:

|λ1 − λ2| > ελ2; 312 <
λ1

ε
. (44)

If the noise is more excessive, or a larger synthetic wavelength is needed, one can continue

with a hierarchical method using three or more wavelengths as follows [148]. Start from λ1 and

choose λ2 > λ1 so that 312 = λ1

ε
, i.e.

λ2 =
1

1

λ1

−
1

312

. (45)

The noise associated with the new phase map of 312 is ε12 = ελ1

312
. Next, choose λ3 > λ2 to form

313 =
λ1λ3

λ3 − λ1

< 312, (46)

which automatically satisfies Eq. (44). Now use 312 and 313 as the two new phase maps to

form a new combination

323 =
312313

312 − 313

, (47)

such that 323 = 312

ε12
. The noise associated with 323 is ε23 = ελ1

323
. In general, the n‘th wavelength

λn > λn−1 is chosen to form

3n−1,n =
31,n−131,n

31,n−1 − 31,n

=
λn−1λn

λn − λn−1

, (48)

such that 3n−1,n =
3n−2,n−1

εn−2,n−1
, where εn−2,n−1 = ελ1

3n−2,n−1
. The process continues until 3n−1,n is

large enough for the z-range of the object.

The optical phase unwrapping method was applied to quantitative phase microscopy in Refs.

23 and 149. Two-wavelength OPU can be achieved with single exposure digital holography

by angular multiplexing [21,52,54,59], as shown in Fig. 21. The double interferometer consists

of one common object arm and two separate reference arms illuminated by two different

wavelength lasers. The reference arms are aligned so that the fringes of the two wavelengths

are perpendicular to each other. On the angular spectrum, the peaks appear as two distinct

pairs, so that the holographic images can be processed separately by selecting the appropriate

peak for each wavelength. Figure 22(d) is an example of a DHM phase image of the surface

of a polished coal sample, unwrapped by OPU, while Figs. 22(e), 22(f) are unwrapped by

an available software algorithm. Evidently, the software-based method has difficulty handling

isolated areas of phase profile, while the OPU generates correct phase profiles, regardless of the

topology. The OPU consists of only several algebraic and Boolean operations, and therefore is
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Fig. 21 Two-wavelength holographic interferometer. The ND filters and polarizers P1 and P2 are

used to control the intensity of the laser beams [59].

very fast and computational demand is low. The method is entirely deterministic and does not

depend on any estimations of topology of a pixel’s neighborhood.

For macroscopic measurements with thicknesses in the range of centimeters, the wavelength

difference needs to be ∼10−5λ or several gigahertz in frequency difference, which can be

produced by laser cavity modulation [150] or electrooptic modulation. For microscopic imaging

of <50 − µm-thick biological cells, the wavelength difference needs to be 1λ > 5 nm, which

would require separate lasers or a tunable laser. For larger wavelength differences, the image

formation can be affected by chromatic aberration of the system. The optical elements or the

object itself may have chromatic aberration, or in the case of the Fresnel transform method for

numerical diffraction, the reconstructed image size depends on the wavelength. In DH, it is a

simple matter to compensate for the aberration by adjustment of the reconstruction distance [151]

or by subtracting reference holograms without the object [51]. The OPU was also applied to

phase-shifting interference microscopy using three LEDs as light sources [152,153]. The method

is fast enough for real-time vibration analysis [70].

6.4 Aberration Compensation

6.4.1 Wavefront compensation

Because of the direct numerical access to the phase profile of the wavefront, with digital

holography it is possible to manipulate the phase profiles with flexibility and versatility un-

matched by any other imaging methods [18,46]. For example, in DHM with microscopic

magnification, the use of a curvature-matching objective lens is advantageous to reduce the

fringe frequency, but it is tedious and unnecessary to align the lenses exactly. Instead, as in

Fig. 23, any residual curvature can be compensated for by using a curved numerical reference

wave [22,54].

Compensation of spherical aberration was demonstrated in Ref. 154 by multiplying the

aberration function to the hologram and fine adjusting the parameters for best PSF. More gen-

erally, a numerical parametric lens is used for shifting, magnification, and complete aberration

compensation in Ref. 155, and in Ref. 50, the Zernike polynomial fit is used to subtract cur-

vature and aberrations from the background of the DHM image. In Ref. 156, astigmatism is

corrected by effectively applying two different reconstruction distances for x and y axes. Cor-

rection of anamorphism is demonstrated in Ref. 157. In lensless Fourier microholography, the

object can be placed close to the sensor, which increases the numerical aperture and improves

resolution [102,158]. But this introduces aberration in the reconstruction because of violation

of the Nyquist frequency requirement. The hologram is expanded and interpolated, followed by

multiplication of a transfer function, before Fourier transform. An aberration-free high
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Fig. 22 Two-wavelength optical phase unwrapping on images of a porous coal sample:

(a) amplitude image; single-wavelength phase maps reconstructed at (b) λ1 = 532 nm and

(c) λ2 = 633 nm; (d) 3-D rendering of the dual-wavelength phase map; software unwrapped

phase maps reconstructed at (e) λ1 = 532 nm and (f) λ2 = 633 nm for comparison. All image

sizes are 98 × 98 µm2 [59].

resolution image is obtained. In Ref. 159, several methods of aberration compensation are

described and compared.

6.4.2 Chromatic aberration

Chromatic aberration can affect multiwavelength digital holography techniques, with its main

effect being the variation of the position and magnification of the image. Aberration cor-

rection in conventional microscopy entails complex and expensive compound lens design,

optimized only for a limited range of parameters. In digital holography, on the other hand,

images of different wavelengths can be calculated at different appropriate distances and
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Fig. 23 Wavefront curvature compensation: (a) phase image with curvature due to reference

mismatch, and (b) phase image after compensation [59].

Fig. 24 Geometry of diffraction with inclined planes for rotation around the y axis only: input

plane 60 , output planes 6 (unrotated), and 6′ (rotated).

magnifications adjusted for best alignment before numerically superposing the reconstructed

images [151]. In Ref. 51, for two-wavelength OPU, the wavefront aberration is imaged sep-

arately without the object of interest, and subtracted from the unwrapped phase image of the

object.

6.5 Diffraction with Inclined Planes

In some techniques and applications of digital holography, situations arise where one needs to

consider diffraction between planes that are inclined with respect to each other. An example

is for the examination of particle fields in an arbitrarily oriented plane. Another example is

total internal reflection holographic microscopy [160], where the geometry of the optical system

dictates holographic reconstruction on a plane at a large angle with respect to the optical axis

(see Sec. 7.6). Development of integrated optics is another area where the pertinent optical plane

can change in arbitrary directions.

A number of techniques have been developed, with the main strategy being avoiding direct

integration of the diffraction integral so that one can continue to use the fast Fourier transform. In

Ref. 161, the diffraction is described with a full Rayleigh-Sommerfeld integral equation, where

the authors make the point that as far as numerical computation is concerned, there is no need

for Fresnel or Fraunhofer approximation. The propagation between tilted planes is incorporated

through coordinate transformation. The transformation is a rotation in the Fourier domain

(Fig. 24). Using the angular spectrum method, the input optical field is Fourier transformed to

obtain its angular spectrum. The wave vector of a plane wave transforms according to

k′
x = kx cos β + kz sin β

k′
z = −kx sin β + kz cos β.

(49)
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Because of the rotation, the uniform intervals of frequency samples become nonuniform, and

its inverse Fourier transform causes numerical problem. In Refs. 162 and 163, the spectrum is

interpolated into uniform intervals. The final image, obtained by the inverse Fourier transform

of the product of the angular spectrum and propagation phase factor, contains some error due to

the interpolation.

A digital hologram contains full 3-D information, which leads to the possibly surprising

fact that, in principle, the image can be reconstructed on a plane tilted by an arbitrary angle,

up to 90 deg. The problem is that the diffraction integral is not directly amenable to the use

of FFT. In Ref. 87, three coordinate transforms are utilized to achieve image reconstruction

without loss of the frequency contents, and with the same pixel sizes as the hologram. The first

two transformations are the rotation and tilt of the image plane, and the last is for change of

the viewing angle. It incorporates a combination of the interpolation and nonuniform discrete

Fourier transform (NDFT) and achieves reduced computation time. In Ref. 164, the diffraction

integral is carried out using FFT along the nontilted axis, while the tilted axis is handled by

direct summation of the integrand.

A conceptually straightforward but less efficient method is to build up a 3-D volume of

reconstructed image pixels (voxels), and to compose the image along an arbitrarily oriented

plane by collecting the appropriate pixels [113]. Reconstruction of a holographic image with

variable viewing angles is described in Refs. 49 and 165. A tomographic image over an inclined

plane in the image volume of digital interference holography was demonstrated in Refs. 166

and 167.

6.6 Other Numerical Techniques

6.6.1 Apodization

The sharp boundaries of hologram aperture can cause spurious fringes in reconstructed images,

especially phase images. The “ringing” can be reduced by apodization of the boundary of the

hologram with a smoothly attenuating function [168].

6.6.2 Extended focus imaging

The depth of focus of a microscope narrows as the square of the lateral resolution, and therefore

only a thin section, often a fraction of one micron, is visible in clear focus. A DHM hologram,

on the other hand, does contain information of the full 3-D space of the specimen. This property

is brought out to image the full volume of an object in extended focus imaging [169]. From a

single hologram, a stack of amplitude images is calculated over a range of distances. A phase

image is also obtained from the hologram, which is then unwrapped to generate a height profile

of the object’s surface. The unwrapped phase image is then used as a guide to extract parts of the

amplitude images that are at the right distance to be in focus. These parts are stitched together

to form a complete single amplitude image with all the object points in focus.

6.6.3 Focus detection

In classical imaging systems, it is difficult or impossible to recover the focused image from

a defocused one. With digital holography, the image can be calculated at any distance from

the hologram. To determine if an image is in focus, one can apply subjective judgment to

the sharpness of the image, or such judgment can be quantified using a sharpness metric. A

more deterministic method for finding the focus distance, if the specimen is either a pure

amplitude or pure phase object, is given in Ref. 170, where a theorem is proven that the sum

of absolute values of the complex image array is an extremum at the focal distance. For an

amplitude object,
∫ ∫

dx dy|E(x, y; z)| is minimum when z is at the focus, and therefore E

is real, whereas at other distances E would be complex. For a phase object, the integral is

maximum at the focus, where E has constant magnitude across the frame.
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6.6.4 Super-resolution

The resolution of the DH image is determined by the pixel count and the size of the CCD array,

and is the main limitation of the DHM. There have been a number of methods developed to

overcome the limitation, mainly by synthesizing larger apertures of the imaging system, for

example by translating the CCD camera to cover a larger area [171–173]. In Ref. 174, a vertical

cavity surface-emitting laser (VCSEL) array was used as the laser source, and a number of

laser elements were turned on in sequence to illuminate the optical system with varying tilt

angles. The combined hologram then contains larger spectral bandwidth and results in improved

resolution. A grating can be used to redirect diffraction components that otherwise would leave

the imaging system, and thus increase the resolution of the digital hologram [175,176].

6.6.5 Ultrahigh sensitivity

In Refs. 177 and 178, the influence of the camera shot noise on the accuracy of QPM is

investigated, and it is found that a phase image with a signal-to-noise ratio (SNR) above 10 can

be obtained with a mean intensity lower than 10 object photons per pixel. The quantum limit of

sensitivity at less than one photon per pixel has been demonstrated in Ref. 179.

7 Applications and Special Techniques of Digital Holographic
Microscopy

7.1 Biomedical Microscopy

Digital holography offers a number of novel capabilities for biomedical microscopy. Quantitative

phase microscopy by digital holography (DH-QPM) has been applied to image various cell types,

including SKOV-3 ovarian cancer cells [47,54], fibroblast cells [19], testate amoeba [180],

diatom skeletons [181], and red blood cells [53]. It is also used to investigate various cellular

dynamics such as drug-induced changes in pancreas tumor cells [55]. In Ref. 182, DHM is used

to monitor laser microsurgery on red blood cells (RBCs), rat kangaroo kidney epithelial cells

(PTK2), and goldfish retinal rod cells for quantitative evaluation of the damage and repair of

cells and cellular organelles in real time. In Ref. 53, live erythrocyte (red blood cell) membrane

fluctuations of 37 nm are measured and compared with ethanol-fixed cells, which had much

smaller 5-nm fluctuation. The contributions to optical thickness from physical thickness and

index of refraction are decoupled by phase mapping with two perfusion solutions of different

refractive indices. The RBC refractive index is measured to be n = 1.394 ± 0.008. Deformation

of phospholipid vesicles in a microchannel flow was measured by DH-QPM, as a model of red

blood cells in capillary flow [58].

Time-varying cellular and subcellular features are imaged with submicron, diffraction-

limited resolution [19]. Movies of holographic amplitude and phase images of living microbes

and cells, such as paramecium swimming among other microbes and fibroblast cells in the

process of migration, are created from a series of holograms and reconstructed with numerically

adjustable focus.

Another notable technique for quantitative phase microscopy is the Fourier phase microscope

(FPM), which has a configuration that resembles the Zernike phase microscope but with the

phase filter replaced with a spatial light modulator to allow phase-shift image acquisition in a

common path interferometer [43], as depicted in Fig. 25.

Digital Gabor holography is excellent for imaging 3-D distribution of particulate microbes

[25,109]. Taking the difference between consecutive frames of a time series is especially

useful for tracking the motion of the microbes, which also efficiently subtracts the background

noise. Underwater instruments have been constructed for monitoring marine planktons and

particulates [117,118]. DGH was used to investigate the flow field generated by the appendages

of a copepod [119]. A sample volume of water containing copepods is seeded with tracer

particles and illuminated with an expanded and collimated HeNe laser. The 3-D positions
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Fig. 25 Fourier phase microscope. FL: Fourier lens; PPM: programmable phase modulator

(adapted from Ref. 43).

Fig. 26 Optical arrangement for double-view Gabor holography [111].

of the copepod and tracer particles can be determined from the numerical reconstruction of

the hologram, but the axial resolution (∼500µm) is much poorer than the lateral resolution

(∼7.4µm). The disparity in resolution is overcome by using an inclined mirror to form double

images with perpendicular views (Fig. 26), thus providing isotropic 3-D resolutions. Analysis

of the holographic movies revealed the velocity field and trajectories of particles entrained by

the copepod having a recirculating pattern in the copepod’s frame of reference. The pattern is

caused by the copepod sinking at a rate that is lower than its terminal sinking speed, due to

the propulsive force generated by the feeding current. Propulsive force generated by its feeding

appendages was measured to be 1.8 × 10−8 N.

Deformation of tissues under mechanical impact has been imaged using double-pulse digital

holography [183]. Recognition and identification of biological cells by digital holography was

studied [184].

7.2 Particle Field Holography

Particle imaging velocimetry (PIV) has been an important application area of conventional

holography [185–187], but several factors have limited its wider practical applications, such

as difficulty with real-time imaging and instrument complexity. Digital Gabor holography

can remove much of these limitations by allowing real-time monitoring of the 3-D positions

and distribution of the particle field with significantly reduced instrument complexity and
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maintenance [114,188]. Fundamental issues of holographic PIV (HPIV) are reviewed in

Ref. 115, and it is seen that digital HPIV can revitalize holographic particle imaging [88,89,109].

Xu et al. studied the 3-D position measurements of microspheres by DGH and obtained 50-nm

accuracy in all three directions [116]. Instead of using the intensity profile of the reconstructed

image, the minimization of the variance of the imaginary part of the complex amplitude was

found to improve the measurement of the location of the focal plane [110,170].

The single-beam two-view setup, as in Fig. 26, has been used in general particle imaging

applications [111], and a low-coherence source is used for particle imaging in Ref. 106 to reduce

the coherent noise. Dubois and Grosfils introduced dark-field digital holography for studying

nanoparticles smaller than the optical resolution [189]. DGH is also used for measuring the

3-D position and orientation of a microfiber segment [112]. Biomedical particulate imaging

applications of DGH have been noted earlier.

7.3 Microscopy and Metrology of Microstructures

DHM is particularly useful for MEMS characterization because of the relatively smooth and

well-defined surface profile [60,190]. Microcantilever beams, bridges, and membranes are

imaged by quantitative phase holography [22]. The multiwavelength optical phase unwrapping

of phase images yields shape and deformation measurements with submicron precision over

a many-micron range [151,169,190]. Various optical techniques, including digital holography,

for characterization of MEMS devices are reviewed in Ref. 191.

Quantitative phase microscopy by DH also provides a unique tool for monitoring nonlinear

optics processes, such as ferroelectric crystal domains [61,192]. Digital holography was used

to measure the refractive index changes during femtosecond laser writing of waveguides in

Ti3+-doped sapphire [193], as well as waveguides written in glass substrates using a Ti:sapphire

laser [194]. DH is used in high precision 3-D angle measurements by analyzing the angular

spectrum of the holographic interference [195]. Precision of 0.005 arc sec was obtained. Polished

coal particle surfaces were analyzed [59]. Tunable liquid microlens arrays are characterized by

digital holography [57]. In Ref. 196, the second-harmonic generation at the glass-air surface

was studied by setting up an interference between the second harmonic of the reference wave

and the SHG signal from the interface using focused femtosecond laser illumination. Imaging

through a nonlinear medium was demonstrated in Ref. 197.

Birefringence of a material can be imaged by using two references with orthogonal polar-

izations [198]. The two references are angle multiplexed, as in two-wavelength holography, to

yield two pairs of spectra in the Fourier domain.

7.4 Holographic Tomography

Although holography reproduces the 3-D optical field of the object, a holographic image at a

given distance contains not only the in-focus image but also contributions from out-of-focus

planes. Quantitative phase microscopy by DHM also profiles the accumulated phase variation

along the direction of light propagation. On the other hand, the 3-D scattering amplitude or

refractive index variation over the object volume is of great interest in many applications in

biomedical imaging, metrology, particle field analysis, etc. There are two main approaches

for achieving such tomographic images. One is by acquiring the transmitted optical field from

numerous different directions and combining the projections by a back-propagation algorithm.

The other is by using the low-coherence interference effects to isolate the interaction of light

with a cross section of the object volume.

Analogous to computer-aided x-ray tomography (CAT), holographic tomography of a 3-

D phase structure has been achieved by rotating the cellular specimen in the object vol-

ume [180,181,199]. The technique is also demonstrated for tomographic profiles of mi-

crofiber [200,201]. Instead of full rotation, the illumination angle is scanned over a finite range

in [202,203]. In contrast to shadow projection in other tomography methods, digital holography
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allows back-propagation that includes diffraction effects for more accurate and higher resolution

reconstruction—also referred to as optical diffraction tomography [204,205].

7.5 Low-Coherence Holography

Use of low-coherence light in general holography has a long history, and it has been applied in

digital holography mainly for two purposes: reducing spurious coherent noise and generating

tomographic or topographic images. The short coherence length can be used in tomographic

or topographic imaging by extracting only the part of an object that is within the coherence

length with respect to the reference beam. The first such demonstrations were light-in-flight

digital holography in Refs. 206 and 207, where parts of the reference beam were delayed by

different amounts, and the reconstructed image displayed different parts of the object with

correspondingly different distances.

For tomographic and topographic imaging, depth resolution is determined by the laser

coherence length. For example, a laser spectral width of 30 nm corresponds to about 10-µm

coherence length. Topographic imaging with 20-µm depth resolution was demonstrated using

a diode laser [208]. Unlike low-coherence interference imaging, the hologram or the camera is

focused an arbitrary distance from the object plane, and the image of the object is reconstructed

by numerical propagation. Therefore, interference imaging can be considered a special case of

holography.

Another useful effect of low-coherence light is the reduction of spurious interference noise

from parts of the optical system that are not within the coherence length [83]. A light source

with controllable spatial coherence is possible by focusing a laser light onto a rotating diffuser

glass plate [105]. The method is applied to particle field analysis [106] and in fluid concentration

measurements [58]. In Ref. 209, several holograms using different wavelengths are superposed

to observe the reduction in speckle noise.

7.6 Total Internal Reflection Holographic Microscopy

Microscopy of cellular adhesion is important for a deeper understanding of cellular motion

and morphogenesis. The primary tools for imaging and studying these surface processes have

been total internal reflection fluorescence microscopy (TIRFM) and interference reflection

microscopy. In TIRFM, the evanescent field is used to selectively illuminate the contact layer of

the cell. In contrast, in TIR holographic microscopy (TIRHM), the interaction of the evanescent

field with the contact layer results in the modulation of the phase profile in the TIR-reflected light

[160,164]. Phase modulation is then detected and imaged by the quantitative phase microscopy

of DHM. The method is noninvasive, does not require fluorophores, and makes full use of

the input irradiance. The geometry of the optical system necessitates numerical imaging over

a plane at a large inclination angle, but again digital holography provides a unique capability

for reconstruction over an inclined plane as described earlier. We note that the TIR has also

been used for illumination of the object in digital holography for dark-field microscopy [210].

A TIRHM apparatus based on a Mach-Zehnder interferometer is depicted in Fig. 27, and an

example set of the amoeba proteus images is shown in Fig. 28.

7.7 Optical Scanning Holography

Instead of setting up interference of object and reference fields at the hologram plane, optical

scanning holography (OSH) [211–213] illuminates the object with an interference field created

by the overlap of two coherent beams, which is then scanned across the object (Fig. 29). The

light transmitted or reflected by the object is then collected and detected by a point detector.

A detailed theoretical description is given in Refs. 214 and 215. The detected light may in

fact be a secondary emission, such as fluorescence, and does not need to be coherent. For this

reason, OSH has a unique potential for 3-D fluorescence microscopy [216]. In fact, the detection
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Fig. 27 Apparatus for TIRHM: (a) BS: beamsplitters; M: mirrors; A: object plane; H: hologram

plane. (b) Detail of TIR prism.

Fig. 28 TIRHM images of live Amoeba proteus: (a) hologram, (b) amplitude image, and (c) phase

image. FOV = 250 µm (tilt-compressed) ×125 µm [164].

Fig. 29 Fresnel zone patterns at two different distances. Scanning of the patterns across the

points P1 or P2 records the 3-D positions of these points.
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Fig. 30 Digital interference holography process.

mode can be varied so that the coherence property of the imaging process ranges from linear in

amplitude to linear in intensity [217].

Another technique for holography with incoherent light, called space-time holography, is

based on time-modulated interference between the object wave and a delta-function reference

pupil [218]. A time series of the interference images is analyzed to extract the modulation

frequency component from each pixel, which constitutes the single sideband complex hologram

[219]. A low-coherence gating method is demonstrated to produce tomographic images of an

object (an insect wing) behind a ground glass [220].

7.8 Digital Interference Holography

Low-coherence tomography can be synthesized by using a diversity of wavelengths [221,222].

In digital interference holography (DIH), the tomography of a 3-D volume is constructed by

acquiring a series of holograms while the wavelength is scanned over a range [223,224] (Fig. 30).

Suppose an object is illuminated by a laser beam of wavelength λ. A point r0 on the object scatters

the light into a Huygens wavelet,

A(r0) exp(ik |r − r0|), (50)

where the object function A(r0) is proportional to the amplitude and phase of the wavelet

scattered or emitted by object points. For an extended object, the field at r is

E(r) ∼

∫

A(r0) exp(ik |r − r0|)d
3r0, (51)

where the integral is over the object volume. The amplitude and phase of this field

at the hologram plane z = 0 is recorded by the hologram as H (xh, yh; λ). The holo-

graphic process is repeated using N different wavelengths, generating the holograms

H (xh, yh; λ1),H (xh, yh; λ2), . . . , H (xh, yh; λN ). From each of the holograms, the field

E(x, y, z; λ) is calculated as a complex 3-D array over the volume in the vicinity of the object

(Fig. 30). Superposition of these N 3-D arrays results in

∑

k

∫

A(r0) exp(ik |r − r0|)d
3r0 ∼

∫

A(r0)δ(r − r0)d3r0 ∼ A(r). (52)

That is, for a large enough number of wavelengths, the resultant field is proportional to the field

at the object and is nonzero only at the object points. In practice, if one uses a finite number
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Fig. 31 Examples of DIH topography and tomography images. (a), (b), and (c) show perspective

rendering of a 3-D volume image data of a finger imprint by DIH from few different viewing angles.

The image volume is 4.86 mm × 4.86 mm × 0.210 mm [225]. (d) and (e) show the reconstructed

volume of the human optic nerve sample: (d) x-y cross section, FOV = 1100 × 1100 µm2; (e) y-z
cross sections, 1100 × 280.35 µm2 , at x1, x2, and x3; (f) x-z cross sections, 280.35 × 1100 µm2,

at y1, y2, and y3 [226].

N of wavelengths with uniform increment 1(1/λ) of the inverse wavelengths, then the object

image A(r) repeats itself (other than the diffraction/defocusing effect of propagation) at a beat

wavelength 3 = [1(1/λ)]−1, with axial resolution δ = 3/N . By use of appropriate values of

1(1/λ) and N , the beat wavelength 3 can be matched to the axial range of the object, and δ to

the desired level of axial resolution.

DIH has been applied to tomographic imaging of retinal tissues [226] and for generating

3-D profiles of fingerprint [225] (Fig. 31). DIH reconstruction over an arbitrary inclined plane

has been demonstrated [166,167]. A superluminescent diode (SLD) and an acousto-optic tun-

able filter was used as the variable wavelength source in Ref. 85. Submicron tomographic

depth resolution has been demonstrated [227], and it was used for 3-D profiling of erythrocyte

membranes [228].

7.9 Heterodyne Holography

Heterodyne digital holography is an extension of phase-shifting digital holography [229]. Using

a pair of AOMs, the reference is frequency shifted relative to the object beam by one quarter of

the CCD frame rate (Fig. 32), so that four consecutive frames acquire one set of the quadrature

phase-shifted images. Heterodyne holography in off-axis configuration was used for filtering of

residual zero-order and spurious components to achieve ultimate sensitivity [179]. Heterodyne
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Fig. 32 Heterodyne holography apparatus. AOMs: acousto-optic modulators; BS: beamsplitter;

f: optical frequencies (adapted from [229]).

digital holography, together with TIR illumination, is used to image subwavelength-size gold

particles [210].

In time-averaged digital holography, a vibrating surface displays dark fringes at the zeros of

the Bessel function J0 (z), where z is the amplitude of vibration [92,230]. For large-amplitude

vibrations, the fringes become too numerous and difficult to resolve. Sideband digital holography

uses heterodyne digital holography with the frequency offset of the reference tuned to any n’th

harmonic of the vibration frequency, allowing selective observation of the large-amplitude

areas [231].

8 Conclusions

We present a review of a subset of research and development in digital holography, focus-

ing on microscopy techniques and applications. Over a relatively short history, interests and

activities have grown exponentially, as a cursory look at publication statistics shows. An in-

creasing number of researchers—not only in optical physics and optical engineering, but also in

diverse applications areas such as microbiology, medicine, marine science, particle analysis, mi-

croelectromechanics, and metrology—are realizing the new capabilities of digital holography.

First of all, with the replacement of cumbersome photochemical processes with optoelectronic

imaging, DH allows orders-of-magnitude improvement in acquisition speed and sensitivity.

Second, the numerical representation of optical fields yields a host of interference and other

manipulation techniques that are difficult or infeasible in real-space holography. Lastly, the

availability of the complex phase of optical fields leads to quantitative phase microscopy in

a direct, highly sensitive, and versatile manner. Indeed, digital holography is seen to be a

breakthrough that can revitalize the general area of holography, whose development has been

somewhat stagnant and applications constrained. With the ever-accelerating development of

electronic imaging and computing technologies, it is easy to envision a near future when, for

example, pixel resolution will be comparable to photochemical media and computational load

will become not much of an issue. With such technological developments, new holographic

imaging capabilities yet to be conceptually imagined will emerge. Acceleration of the advances

will also require re-examination of many preconceptions inherited from conventional hologra-

phy, such as general approaches to apparatus setup, behavior of noise, and range of application

areas. This is indeed an exciting time for digital holography in general, and it is hoped that

this review will help whet the curiosities of more capable students and researchers for the

field.

Acknowledgment

The author gratefully acknowledges the financial support of the National Science Foundation.

SPIE Reviews 018005-38 Vol. 1, 2010

Downloaded from SPIE Digital Library on 17 May 2010 to 131.247.116.180. Terms of Use:  http://spiedl.org/terms



Kim: Principles and techniques. . .

References

[1] D. Gabor, “A new microscope principle,” Nature 161, 777–778 (1948).

[2] D. Gabor, “Microscopy by reconstructed wavefronts,” Proc. Roy. Soc. A197, 454–487

(1949).

[3] D. Gabor, “Microscopy by reconstructed wavefronts: II,” Proc. Phys. Soc. B64, 449–469

(1951).

[4] G.L. Rogers, “Experiments in diffraction microscopy,” Proc. Roy. Soc. Edinburgh 63A,

193–221 (1952).

[5] E.N. Leith and J. Upatniek, “Reconstructed wavefronts and communication theory,” J.

Opt. Soc. Am. 52, 1123–1130 (1962).

[6] E.N. Leith and J. Upatnieks, “Wavefront reconstruction with continuous-tone objects,”

J. Opt. Soc. Am. 53, 1377–1381 (1963).

[7] E.N. Leith and J. Upatnieks, “Wavefront reconstruction with diffused illumination and

three-dimensional objects,” J. Opt. Soc. Am. 54, 1295–1301 (1964).

[8] P. Hariharan, Optical Holography: Principles, Techniques, and Applications, 2 ed. Cam-

bridge University Press, Cambridge, UK (1996).

[9] N. Collings, Optical Pattern Recognition Using Holographic Techniques, Addison-

Wesley, New York (1998).

[10] R.A. Fisher, Optical Phase Conjugation, Elsevier, New York (1983).

[11] G. Faigel and M. Tegze, “X-ray holography,” Reports Progress Phys. 62, 355–393

(1999).

[12] J.C. Solem and G.C. Baldwin, “Micro-holography of living organisms,” Science 218,

229–235 (1982).

[13] J.W. Goodman and R.W. Lawrence, “Digital image formation from electronically de-

tected holograms,” Appl. Phys. Lett. 11, 77–79 (1967).

[14] U. Schnars and W. Juptner, “Direct recording of holograms by a CCD target and numerical

reconstruction,” Appl. Opt. 33, 179–181 (1994).

[15] B.R. Brown and A.W. Lohmann, “Complex spatial filtering with binary masks,” Appl.

Opt. 5, 967–969 (1966).

[16] L.P. Yaroslavsky and N.S. Merzlyakov, Methods of Digital Holography, Consultants

Bureau, New York (1980).

[17] W. Jueptner and U. Schnars, Digital Holography: Digital Hologram Recording, Numer-

ical Reconstruction, and Related Techniques, Springer-Verlag, Berlin (2005).

[18] S. Grilli, P. Ferraro, S. De Nicola, A. Finizio, G. Pierattini, and R. Meucci, “Whole

optical wavefields reconstruction by digital holography,” Opt. Express 9, 294–302

(2001).

[19] C.J. Mann, L.F. Yu, and M.K. Kim, “Movies of cellular and sub-cellular motion by digital

holographic microscopy,” Biomed. Eng. Online 5:21, 10 (2006).

[20] E. Cuche, F. Bevilacqua, and C. Depeursinge, “Digital holography for quantitative phase-

contrast imaging,” Opt. Lett. 24, 291–293 (1999).

[21] J. Kuhn, F. Charriere, T. Colomb, E. Cuche, F. Montfort, Y. Emery, P. Marquet, and C.

Depeursinge, “Axial sub-nanometer accuracy in digital holographic microscopy,” Meas.

Sci. Technol. 19, 074007 (2008).

[22] P. Ferraro, S. De Nicola, A. Finizio, G. Coppola, S. Grilli, C. Magro, and G. Pier-

attini, “Compensation of the inherent wave front curvature in digital holographic co-

herent microscopy for quantitative phase-contrast imaging,” Appl. Opt. 42, 1938–1946

(2003).

[23] J. Gass, A. Dakoff, and M.K. Kim, “Phase imaging without 2 pi ambiguity by multi-

wavelength digital holography,” Opt. Lett. 28, 1141–1143 (2003).

[24] I. Yamaguchi and T. Zhang, “Phase-shifting digital holography,” Opt. Lett. 22, 1268–

1270 (1997).

SPIE Reviews 018005-39 Vol. 1, 2010

Downloaded from SPIE Digital Library on 17 May 2010 to 131.247.116.180. Terms of Use:  http://spiedl.org/terms



Kim: Principles and techniques. . .

[25] W.B. Xu, M.H. Jericho, I.A. Meinertzhagen, and H.J. Kreuzer, “Digital in-line holog-

raphy for biological applications,” Proc. Natl. Acad. Sci. USA 98, 11301–11305

(2001).

[26] A.F. Doval, “A systematic approach to TV holography,” Meas. Sci. Technol. 11, R1-R36

(2000).

[27] U. Schnars and W.P.O. Juptner, “Digital recording and numerical reconstruction of

holograms,” Meas. Sci. Technol. 13, R85-R101 (2002).

[28] B. Javidi and T. Nomura, “Securing information by use of digital holography,” Opt. Lett.

25, 28–30 (2000).

[29] J.W. Goodman, Introduction to Fourier Optics, 2 ed. McGraw Hill, Boston (1996).

[30] E.N. Leith, J. Upatnieks, and K.A. Haines, “Microscopy by wavefront reconstruction,”

J. Opt. Soc. Am. 55, 981–986 (1965).

[31] R.W. Meier, “Magnification and 3rd-order aberrations in holography,” J. Opt. Soc. Am.

55, 987–992 (1965).

[32] E. Wolf, “Determination of amplitude and phase of scattered fields by holography,” J.

Opt. Soc. Am. 60, 18–20 (1970).

[33] S. De Nicola, P. Ferraro, S. Grilli, L. Miccio, R. Meucci, P.K. Buah-Bassuah, and

F.T. Arecchi, “Infrared digital reflective-holographic 3D shape measurements,” Opt.

Commun. 281, 1445–1449 (2008).

[34] G. Pedrini, F.C. Zhang, and W. Osten, “Digital holographic microscopy in the deep (193

nm) ultraviolet,” Appl. Opt. 46, 7829–7835 (2007).

[35] A.S. Morlens, J. Gautier, G. Rey, P. Zeitoun, J.P. Caumes, M. Kos-Rosset, H.

Merdji, S. Kazamias, K. Casson, and M. Fajardo, “Submicrometer digital in-line holo-

graphic microscopy at 32 nm with high-order harmonics,” Opt. Lett. 31, 3095–3097

(2006).

[36] G.W. Stroke, “Lensless Fourier-transform method for optical holography,” Appl. Phys.

Lett. 6, 201–203 (1965).

[37] Optical Imaging and Microscopy: Techniques and Advanced Systems, P. Torok and F.J.

Kao, Eds. Springer-Verlag, Berlin (2003).

[38] J. Beuthan, O. Minet, J. Helfmann, M. Herrig, and G. Muller, “The spatial variation of

the refractive index in biological cells,” Phys. Med. Biol. 41, 369–382 (1996).

[39] Y.Y. Cheng and J.C. Wyant, “2-wavelength phase-shifting interferometry,” Appl. Opt.

23, 4539–4543 (1984).

[40] K. Creath, “Step height measurement using 2-wavelength phase-shifting interferometry,”

Appl. Opt. 26, 2810–2816 (1987).

[41] X.H. Li, T. Yamauchi, H. Iwai, Y. Yamashita, H.J. Zhang, and T. Hiruma, “Full-field

quantitative phase imaging by white-light interferometry with active phase stabilization

and its application to biological samples,” Opt. Lett. 31, 1830–1832 (2006).

[42] S.K. Debnath, M.P. Kothiyal, and J. Schmit, “Spectrally resolved white-light phase-

shifting interference microscopy for thickness-profile measurements of transparent thin

film layers on patterned substrates,” Opt. Express 14, 4662–4667 (2006).

[43] G. Popescu, L.P. Deflores, J.C. Vaughan, K. Badizadegan, H. Iwai, R.R. Dasari, and M.S.

Feld, “Fourier phase microscopy for investigation of biological structures and dynamics,”

Opt. Lett. 29, 2503–2505 (2004).

[44] A. Barty, K.A. Nugent, D. Paganin, and A. Roberts, “Quantitative optical phase mi-

croscopy,” Opt. Lett. 23, 817–819 (1998).

[45] T.E. Gureyev, A. Pogany, D.M. Paganin, and S.W. Wilkins, “Linear algorithms for phase

retrieval in the Fresnel region,” Opt. Commun. 231, 53–70 (2004).

[46] E. Cuche, P. Marquet, and C. Depeursinge, “Simultaneous amplitude-contrast and quan-

titative phase-contrast microscopy by numerical reconstruction of Fresnel off-axis holo-

grams,” Appl. Opt. 38, 6994–7001 (1999).

[47] C.J. Mann, L.F. Yu, C.M. Lo, and M.K. Kim, “High-resolution quantitative phase-contrast

microscopy by digital holography,” Opt. Express 13, 8693–8698 (2005).

SPIE Reviews 018005-40 Vol. 1, 2010

Downloaded from SPIE Digital Library on 17 May 2010 to 131.247.116.180. Terms of Use:  http://spiedl.org/terms



Kim: Principles and techniques. . .

[48] B. Kemper and G. von Bally, “Digital holographic microscopy for live cell applications

and technical inspection,” Appl. Opt. 47, A52-A61 (2008).

[49] L.F. Yu, Y.F. An, and L.L. Cai, “Numerical reconstruction of digital holograms with

variable viewing angles,” Opt. Express 10, 1250–1257 (2002).

[50] L. Miccio, D. Alfieri, S. Grilli, P. Ferraro, A. Finizio, L. De Petrocellis, and S.D. Nicola,

“Direct full compensation of the aberrations in quantitative phase microscopy of thin

objects by a single digital hologram,” Appl. Phys. Lett. 90, 041104 (2007).

[51] S. De Nicola, A. Finizio, G. Pierattini, D. Alfieri, S. Grilli, L. Sansone, and P. Fer-

raro, “Recovering correct phase information in multiwavelength digital holographic

microscopy by compensation for chromatic aberrations,” Opt. Lett. 30, 2706–2708

(2005).

[52] J. Kuhn, T. Colomb, F. Montfort, F. Charriere, Y. Emery, E. Cuche, P. Marquet, and C.

Depeursinge, “Real-time dual-wavelength digital holographic microscopy with a single

hologram acquisition,” Opt. Express 15, 7231–7242 (2007).

[53] B. Rappaz, A. Barbul, A. Hoffmann, D. Boss, R. Korenstein, C. Depeursinge, P.J.

Magistretti, and P. Marquet, “Spatial analysis of erythrocyte membrane fluctuations by

digital holographic microscopy,” Blood Cells Mol. Dis. 42, 228–232 (2009).

[54] A. Khmaladze, M. Kim, and C.M. Lo, “Phase imaging of cells by simultane-

ous dual-wavelength reflection digital holography,” Opt. Express 16, 10900–10911

(2008).

[55] B. Kemper, D. Carl, J. Schnekenburger, I. Bredebusch, M. Schafer, W. Domschke,

and G. von Bally, “Investigation of living pancreas tumor cells by digital holographic

microscopy,” J. Biomed. Opt. 11:3, 033001 (2006).

[56] M.M. Hossain and C. Shakher, “Temperature measurement in laminar free convective

flow using digital holography,” Appl. Opt. 48, 1869–1877 (2009).

[57] L. Miccio, A. Finizio, S. Grilli, V. Vespini, M. Paturzo, S. De Nicola, and P. Fer-

raro, “Tunable liquid microlens arrays in electrode-less configuration and their ac-

curate characterization by interference microscopy,” Opt. Express 17, 2487–2499

(2009).

[58] C. Minetti, N. Callens, G. Coupier, T. Podgorski, and F. Dubois, “Fast measurements

of concentration profiles inside deformable objects in microflows with reduced spatial

coherence digital holography,” Appl. Opt. 47, 5305–5314 (2008).

[59] A. Khmaladze, A. Restrepo-Martinez, M. Kim, R. Castaneda, and A. Blandon, “Simul-

taneous dual-wavelength reflection digital holography applied to the study of the porous

coal samples,” Appl. Opt. 47, 3203–3210 (2008).

[60] L. Xu, X.Y. Peng, J.M. Miao, and A.K. Asundi, “Studies of digital microscopic

holography with applications to microstructure testing,” Appl. Opt. 40, 5046–5051

(2001).

[61] S. Grilli, M. Paturzo, L. Miccio, and P. Ferraro, “In situ investigation of periodic poling

in congruent LiNbO3 by quantitative interference microscopy,” Meas. Sci. Technol. 19,

074008 (2008).

[62] W.S. Haddad, D. Cullen, J.C. Solem, J.W. Longworth, A. McPherson, K. Boyer, and

C.K. Rhodes, “Fourier-transform holographic microscope,” Appl. Opt. 31, 4973–4978

(1992).

[63] M.K. Kim, L.F. Yu, and C.J. Mann, “Digital holography and multi-wavelength interfer-

ence techniques,” in Digital Holography and Three Dimensional Display: Principles and

Applications, pp. 51–72 (2006).

[64] M. Liebling, T. Blu, and M. Unser, “Fresnelets: new multiresolution wavelet bases for

digital holography,” IEEE Trans. Image Process. 12, 29–43 (2003).

[65] L. Onural, “Diffraction from a wavelet point-of-view,” Opt. Lett. 18, 846–848

(1993).

[66] M. Brunel, S. Coetmellec, D. Lebrun, and K.A. Ameur, “Digital phase contrast with the

fractional Fourier transform,” Appl. Opt. 48, 579–583 (2009).

SPIE Reviews 018005-41 Vol. 1, 2010

Downloaded from SPIE Digital Library on 17 May 2010 to 131.247.116.180. Terms of Use:  http://spiedl.org/terms



Kim: Principles and techniques. . .

[67] N. Verrier, S. Coetmellec, M. Brunel, and D. Lebrun, “Digital in-line holography in

thick optical systems: application to visualization in pipes,” Appl. Opt. 47, 4147–4157

(2008).

[68] N. Verrier, S. Coetmellec, M. Brunel, D. Lebrun, and A. Janssen, “Digital in-line holog-

raphy with an elliptical, astigmatic Gaussian beam: wide-angle reconstruction,” J. Opt.

Soc. Am. A-Opt. Image Sci. Vis. 25, 1459–1466 (2008).

[69] U. Iemma, L. Morino, and M. Diez, “Digital holography and Karhunen-Loeve decom-

position for the modal analysis of two-dimensional vibrating structures,” J. Sound Vibr.

291, 107–131 (2006).

[70] Y. Fu, G. Pedrini, B.M. Hennelly, R.M. Groves, and W. Osten, “Dual-wavelength image-

plane digital holography for dynamic measurement,” Opt. Lasers Eng. 47, 552–557

(2009).

[71] A. Stern and B. Javidi, “Space-bandwith conditions for efficient phase-shifting dig-

ital holographic microscopy,” J. Opt. Soc. Am. A-Opt. Image Sci. Vis. 25, 736–741

(2008).

[72] A. Stern and B. Javidi, “Improved-resolution digital holography using the generalized

sampling theorem for locally band-limited fields,” J. Opt. Soc. Am. A-Opt. Image Sci.

Vis. 23, 1227–1235 (2006).

[73] L. Xu, X.Y. Peng, Z.X. Guo, J.M. Miao, and A. Asundi, “Imaging analysis of digital

holography,” Opt. Express 13, 2444–2452 (2005).

[74] S.S. Kou and C.J.R. Sheppard, “Imaging in digital holographic microscopy,” Opt. Express

15, 13640–13648 (2007).

[75] D.Y. Wang, J. Zhao, F. Zhang, G. Pedrini, and W. Osten, “High-fidelity numerical real-

ization of multiple-step Fresnel propagation for the reconstruction of digital holograms,”

Appl. Opt. 47, D12-D20 (2008).

[76] I. Yamaguchi, J. Kato, S. Ohta, and J. Mizuno, “Image formation in phase-shifting digital

holography and applications to microscopy,” Appl. Opt. 40, 6177–6186 (2001).

[77] U. Schnars, T.M. Kreis, and W.P.O. Juptner, “Digital recording and numerical recon-

struction of holograms: Reduction of the spatial frequency spectrum,” Opt. Eng. 35,

977–982 (1996).

[78] T.M. Kreis and W.P.O. Juptner, “Suppression of the dc term in digital holography,” Opt.

Eng. 36, 2357–2360 (1997).

[79] D.S. Monaghan, D.P. Kelly, N. Pandey, and B.M. Hennelly, “Twin removal in digital

holography using diffuse illumination,” Opt. Lett. 34, 3610–3612 (2009).

[80] D.P. Kelly, B.M. Hennelly, N. Pandey, T.J. Naughton, and W.T. Rhodes, “Res-

olution limits in practical digital holographic systems,” Opt. Eng. 49, 095801

(2009).

[81] L. Onural, “Sampling of the diffraction field,” Appl. Opt. 39, 5929–5935 (2000).

[82] J.C. Li, P. Tankam, Z.J. Peng, and P. Picart, “Digital holographic reconstruction of

large objects using a convolution approach and adjustable magnification,” Opt. Lett. 34,

572–574 (2009).

[83] F. Dubois, L. Joannes, and J.C. Legros, “Improved three-dimensional imaging with a

digital holography microscope with a source of partial spatial coherence,” Appl. Opt. 38,

7085–7094 (1999).

[84] L.F. Yu and M.K. Kim, “Wavelength-scanning digital interference holography for tomo-

graphic three-dimensional imaging by use of the angular spectrum method,” Opt. Lett.

30, 2092–2094 (2005).

[85] G. Sheoran, S. Dubey, A. Anand, D.S. Mehta, and C. Shakher, “Swept-source

digital holography to reconstruct tomographic images,” Opt. Lett. 34, 1879–1881

(2009).

[86] J.W. Weng, J.G. Zhong, and C.Y. Hu, “Digital reconstruction based on angular spec-

trum diffraction with the ridge of wavelet transform in holographic phase-contrast mi-

croscopy,” Opt. Express 16, 21971–21981 (2008).

SPIE Reviews 018005-42 Vol. 1, 2010

Downloaded from SPIE Digital Library on 17 May 2010 to 131.247.116.180. Terms of Use:  http://spiedl.org/terms



Kim: Principles and techniques. . .

[87] S.J. Jeong and C.K. Hong, “Pixel-size-maintained image reconstruction of digital holo-

grams on arbitrarily tilted planes by the angular spectrum method,” Appl. Opt. 47, 3064–

3071 (2008).

[88] S. Kim and S.J. Lee, “Measurement of 3D laminar flow inside a micro tube using micro

digital holographic particle tracking velocimetry,” J. Micromech. Microeng. 17, 2157–

2162 (2007).

[89] H. Sun, H. Dong, M.A. Player, J. Watson, D.M. Paterson, and R. Perkins, “In-line digital

video holography for the study of erosion processes in sediments,” Meas. Sci. Technol.

13, L7-L12 (2002).

[90] D. Mas, J. Perez, C. Hernandez, C. Vazquez, J.J. Miret, and C. Illueca, “Fast numerical

calculation of Fresnel patterns in convergent systems,” Opt. Commun. 227, 245–258

(2003).

[91] C. Wagner, S. Seebacher, W. Osten, and W. Juptner, “Digital recording and numerical

reconstruction of lensless Fourier holograms in optical metrology,” Appl. Opt. 38, 4812–

4820 (1999).

[92] P. Picart, J. Leval, D. Mounier, and S. Gougeon, “Some opportunities for vibration

analysis with time averaging in digital Fresnel holography,” Appl. Opt. 44, 337–343

(2005).

[93] T.M. Kreis, “Frequency analysis of digital holography,” Opt. Eng. 41, 771–778

(2002).

[94] H.Z. Jin, H. Wan, Y.P. Zhang, Y. Li, and P.Z. Qiu, “The influence of structural parameters

of CCD on the reconstruction image of digital holograms,” J. Mod. Opt. 55, 2989–3000

(2008).

[95] C.S. Guo, L. Zhang, Z.Y. Rong, and H.T. Wang, “Effect of the fill factor of CCD pixels

on digital holograms: comment on the papers ‘Frequency analysis of digital holography’

and ‘Frequency analysis of digital holography with reconstruction by convolution’,” Opt.

Eng. 42, 2768–2771 (2003).

[96] T.M. Kreis, “Response to “Effect of the fill factor of CCD pixels on digital holograms:

comment on the papers ‘Frequency analysis of digital holography’and ‘Frequency analy-

sis of digital holography with reconstruction by convolution’,” Opt. Eng. 42, 2772–2772

(2003).

[97] T.M. Kreis, “Frequency analysis of digital holography with reconstruction by convolu-

tion,” Opt. Eng. 41, 1829–1839 (2002).

[98] G. Pedrini, H.J. Tiziani, and Y.L. Zou, “Digital double pulse-TV-holography,” Opt.

Lasers Eng. 26, 199–219 (1997).

[99] U. Schnars and W.P.O. Juptner, “Digital recording and reconstruction of holo-

grams in hologram interferometry and shearography,” Appl. Opt. 33, 4373–4377

(1994).

[100] M. Gustafsson, M. Sebesta, B. Bengtsson, S.G. Pettersson, P. Egelberg, and T. Lenart,

“High-resolution digital transmission microscopy – a Fourier holography approach,” Opt.

Lasers Eng. 41, 553–563 (2004).

[101] G. Pedrini, P. Froning, H.J. Tiziani, and F.M. Santoyo, “Shape measurement of micro-

scopic structures using digital holograms,” Opt. Commun. 164, 257–268 (1999).

[102] G. Pedrini, S. Schedin, and H.J. Tiziani, “Aberration compensation in digital holographic

reconstruction of microscopic objects,” J. Mod. Opt. 48, 1035–1041 (2001).

[103] M.K. Kim, L.F. Yu, and C.J. Mann, “Interference techniques in digital holography,” J.

Opt. A-Pure Appl. Opt. 8, S518-S523 (2006).

[104] M.P. Arroyo and J. Lobera, “A comparison of temporal, spatial and parallel phase shift-

ing algorithms for digital image plane holography,” Meas. Sci. Technol. 19, 074006

(2008).

[105] F. Dubois, M.L.N. Requena, C. Minetti, O. Monnom, and E. Istasse, “Partial spatial

coherence effects in digital holographic microscopy with a laser source,” Appl. Opt. 43,

1131–1139 (2004).

SPIE Reviews 018005-43 Vol. 1, 2010

Downloaded from SPIE Digital Library on 17 May 2010 to 131.247.116.180. Terms of Use:  http://spiedl.org/terms



Kim: Principles and techniques. . .

[106] F. Dubois, N. Callens, C. Yourassowsky, M. Hoyos, P. Kurowski, and O. Monnom,

“Digital holographic microscopy with reduced spatial coherence for three-dimensional

particle flow analysis,” Appl. Opt. 45, 864–871 (2006).

[107] L. Xu, J.M. Miao, and A. Asundi, “Properties of digital holography based on in-line

configuration,” Opt. Eng. 39, 3214–3219 (2000).

[108] G. Pedrini, P. Froning, H. Fessler, and H.J. Tiziani, “In-line digital holographic interfer-

ometry,” Appl. Opt. 37, 6262–6269 (1998).

[109] J. Sheng, E. Malkiel, and J. Katz, “Digital holographic microscope for measuring three-

dimensional particle distributions and motions,” Appl. Opt. 45, 3893–3901 (2006).

[110] G. Pan and H. Meng, “Digital holography of particle fields: reconstruction by use of

complex amplitude,” Appl. Opt. 42, 827–833 (2003).

[111] J. Sheng, E. Malkiel, and J. Katz, “Single beam two-views holographic particle image

velocimetry,” Appl. Opt. 42, 235–250 (2003).

[112] M. Kempkes, E. Darakis, T. Khanam, A. Rajendran, V. Kariwala, M. Mazzotti, T.J.

Naughton, and A.K. Asundi, “Three dimensional digital holographic profiling of micro-

fibers,” Opt. Express 17, 2938–2943 (2009).

[113] D. Lebrun, A.M. Benkouider, S. Coetmellec, and M. Malek, “Particle field digital holo-

graphic reconstruction in arbitrary tilted planes,” Opt. Express 11, 224–229 (2003).

[114] S. Murata and N. Yasuda, “Potential of digital holography in particle measurement,” Opt.

Laser Technol. 32, 567–574 (2000).

[115] H. Meng, G. Pan, Y. Pu, and S.H. Woodward, “Holographic particle image velocimetry:

from film to digital recording,” Meas. Sci. Technol. 15, 673–685 (2004).

[116] W. Xu, M.H. Jericho, I.A. Meinertzhagen, and H.J. Kreuzer, “Digital in-line holography

of microspheres,” Appl. Opt. 41, 5367–5375 (2002).

[117] R.B. Owen and A.A. Zozulya, “In-line digital holographic sensor for monitoring and

characterizing marine particulates,” Opt. Eng. 39, 2187–2197 (2000).

[118] J. Garcia-Sucerquia, W.B. Xu, S.K. Jericho, P. Klages, M.H. Jericho, and H.J. Kreuzer,

“Digital in-line holographic microscopy,” Appl. Opt. 45, 836–850 (2006).

[119] E. Malkiel, I. Sheng, J. Katz, and J.R. Strickler, “The three-dimensional flow field

generated by a feeding calanoid copepod measured using digital holography,” J. Exp.

Biol. 206, 3657–3666 (2003).

[120] S.C. Lai, B. King, and M.A. Neifeld, “Wave front reconstruction by means of phase-

shifting digital in-line holography,” Opt. Commun. 173, 155–160 (2000).

[121] C.S. Guo, L. Zhang, H.T. Wang, J. Liao, and Y.Y. Zhu, “Phase-shifting error and its

elimination in phase-shifting digital holography,” Opt. Lett. 27, 1687–1689 (2002).

[122] P.Y. Guo and A.J. Devaney, “Digital microscopy using phase-shifting digital holography

with two reference waves,” Opt. Lett. 29, 857–859 (2004).

[123] J.P. Liu and T.C. Poon, “Two-step-only quadrature phase-shifting digital holography,”

Opt. Lett. 34, 250–252 (2009).

[124] X.F. Meng, L.Z. Cai, Y.R. Wang, X.L. Yang, X.F. Xu, G.Y. Dong, X.X. Shen, and X.C.

Cheng, “Wavefront reconstruction by two-step generalized phase-shifting interferome-

try,” Opt. Commun. 281, 5701–5705 (2008).

[125] Z.Y. Wang and B.T. Han, “Advanced iterative algorithm for phase extraction of randomly

phase-shifted interferograms,” Opt. Lett. 29, 1671–1673 (2004).

[126] Y. Takaki, H. Kawai, and H. Ohzu, “Hybrid holographic microscopy free of conjugate

and zero-order images,” Appl. Opt. 38, 4990–4996 (1999).

[127] E. Vikhagen, “Tv Holography – Spatial-Resolution and Signal Resolution in Deformation

Analysis,” Appl. Opt. 30, 420–425 (1991).

[128] M. Liebling, T. Blu, and M. Unser, “Complex-wave retrieval from a single off-axis

hologram,” J. Opt. Soc. Am. A-Opt. Image Sci. Vis. 21, 367–377 (2004).

[129] G.S. Han and S.W. Kim, “Numerical Correction of Reference Phases in Phase-

Shifting Interferometry by Iterative Least-Squares Fitting,” Appl. Opt. 33, 7321–7325

(1994).

SPIE Reviews 018005-44 Vol. 1, 2010

Downloaded from SPIE Digital Library on 17 May 2010 to 131.247.116.180. Terms of Use:  http://spiedl.org/terms



Kim: Principles and techniques. . .

[130] L.Z. Cai, Q. Liu, and X.L. Yang, “Phase-shift extraction and wave-front reconstruction

in phase-shifting interferometry with arbitrary phase steps,” Opt. Lett. 28, 1808–1810

(2003).

[131] L.Z. Cai, Q. Liu, and X.L. Yang, “Generalized phase-shifting interferometry with

arbitrary unknown phase steps for diffraction objects,” Opt. Lett. 29, 183–185

(2004).

[132] X.E. Xu, L.Z. Cai, Y.R. Wang, X.E. Meng, W.J. Sun, H. Zhang, X.C. Cheng, G.Y.

Dong, and X.X. Shen, “Simple direct extraction of unknown phase shift and wavefront

reconstruction in generalized phase-shifting interferometry: algorithm and experiments,”

Opt. Lett. 33, 776–778 (2008).

[133] X.F. Xu, L.Z. Cai, Y.R. Wang, X.F. Meng, X.C. Cheng, H. Zhang, G.Y. Dong, and

X.X. Shen, “Correction of wavefront reconstruction errors caused by light source

intensity instability in phase-shifting interferometry,” J. Opt. A: Pure Appl. Opt. 10,

085008 (2008).

[134] M. Atlan, M. Gross, and E. Absil, “Accurate phase-shifting digital interferometry,” Opt.

Lett. 32, 1456–1458 (2007).

[135] M. Gross, M. Atlan, and E. Absil, “Noise and aliases in off-axis and phase-shifting

holography,” Appl. Opt. 47, 1757–1766 (2008).

[136] D. Gabor and W.P. Goss, “Interference Microscope with Total Wavefront Reconstruc-

tion,” J. Opt.Soc. Am. 56, 849–858 (1966).

[137] T. Zhang and I. Yamaguchi, “Three-dimensional microscopy with phase-shifting digital

holography,” Opt. Lett. 23, 1221–1223 (1998).

[138] I. Yamaguchi, J. Kato, and S. Ohta, “Surface shape measurement by phase-shifting digital

holography,” Opt. Rev. 8, 85–89 (2001).

[139] I. Yamaguchi, T. Matsumura, and J. Kato, “Phase-shifting color digital holography,” Opt.

Lett. 27, 1108–1110 (2002).

[140] E. Cuche, P. Marquet, and C. Depeursinge, “Spatial filtering for zero-order and

twin-image elimination in digital off-axis holography,” Appl. Opt. 39, 4070–4075

(2000).

[141] N. Demoli, J. Mestrovic, and I. Sovic, “Subtraction digital holography,” Appl. Opt. 42,

798–804 (2003).

[142] P. Ferraro, S. De Nicola, G. Coppola, A. Finizio, D. Alfieri, and G. Pierattini, “Controlling

image size as a function of distance and wavelength in Fresnel-transform reconstruction

of digital holograms,” Opt. Lett. 29, 854–856 (2004).

[143] F.C. Zhang, I. Yamaguchi, and L.P. Yaroslavsky, “Algorithm for reconstruction of digital

holograms with adjustable magnification,” Opt. Lett. 29, 1668–1670 (2004).

[144] L.F. Yu and M.K. Kim, “Pixel resolution control in numerical reconstruction of digital

holography,” Opt. Lett. 31, 897–899 (2006).

[145] R.P. Muffoletto, J.M. Tyler, and J.E. Tohline, “Shifted Fresnel diffraction for computa-

tional holography,” Opt. Express 15, 5631–5640 (2007).

[146] T.R. Judge, C.G. Quan, and P.J. Bryanstoncross, “Holographic deformation measure-

ments by Fourier-transform technique with automatic phase unwrapping,” Opt. Eng. 31,

533–543 (1992).

[147] W. Nadeborn, P. Andra, and W. Osten, “A robust procedure for absolute phase measure-

ment,” Opt. Lasers Eng. 24, 245–260 (1996).

[148] C. Wagner, W. Osten, and S. Seebacher, “Direct shape measurement by digi-

tal wavefront reconstruction and multiwavelength contouring,” Opt. Eng. 39, 79–85

(2000).

[149] D. Parshall and M.K. Kim, “Digital holographic microscopy with dual-wavelength phase

unwrapping,” Appl. Opt. 45, 451–459 (2006).

[150] G. Pedrini, P. Froning, H.J. Tiziani, and M.E. Gusev, “Pulsed digital holography for

high-speed contouring that uses a two-wavelength method,” Appl. Opt. 38, 3460–3467

(1999).

SPIE Reviews 018005-45 Vol. 1, 2010

Downloaded from SPIE Digital Library on 17 May 2010 to 131.247.116.180. Terms of Use:  http://spiedl.org/terms



Kim: Principles and techniques. . .

[151] P. Ferraro, L. Miccio, S. Grilli, M. Paturzo, S. De Nicola, A. Finizio, R. Osellame, and P.

Laporta, “Quantitative phase microscopy of microstructures with extended measurement

range and correction of chromatic aberrations by multiwavelength digital holography,”

Opt. Express 15, 14591–14600 (2007).

[152] N. Warnasooriya and M.K. Kim, “LED-based multi-wavelength phase imaging interfer-

ence microscopy,” Opt. Express 15, 9239–9247 (2007).

[153] N. Warnasooriya and M. Kim, “Quantitative phase imaging using three-wavelength

optical phase unwrapping,” J. Mod. Opt. 56, 85–92 (2009).

[154] A. Stadelmaier and J.H. Massig, “Compensation of lens aberrations in digital hologra-

phy,” Opt. Lett. 25, 1630–1632 (2000).

[155] T. Colomb, F. Montfort, J. Kuhn, N. Aspert, E. Cuche, A. Marian, F. Charriere, S.

Bourquin, P. Marquet, and C. Depeursinge, “Numerical parametric lens for shifting,

magnification, and complete aberration compensation in digital holographic

microscopy,” J. Opt. Soc. Am. A-Opt. Image Sci. Vis. 23, 3177–3190

(2006).

[156] S. De Nicola, P. Ferraro, A. Finizio, and G. Pierattini, “Wave front reconstruction of

Fresnel off-axis holograms with compensation of aberrations by means of phase-shifting

digital holography,” Opt. Lasers Eng. 37, 331–340 (2002).

[157] S. De Nicola, P. Ferraro, A. Finizio, and G. Pierattini, “Correct-image reconstruction

in the presence of severe anamorphism by means of digital holography,” Opt. Lett. 26,

974–976 (2001).

[158] C. Liu, Y. Liu, H. Chen, and C.C. Yan, “Aberration analysis of digital hologram recon-

struction with a Fresnel integral,” Opt. Eng. 45, 075802 (2006).

[159] W.J. Zhou, Y.J. Yu, and A. Asundi, “Study on aberration suppressing methods in digital

micro-holography,” Opt. Lasers Eng. 47, 264–270 (2009).

[160] W.M. Ash and M.K. Kim, “Digital holography of total internal reflection,” Opt. Express

16, 9811–9820 (2008).

[161] N. Delen and B. Hooker, “Free-space beam propagation between arbitrarily oriented

planes based on full diffraction theory: a fast Fourier transform approach,” J. Opt. Soc.

Am. A-Opt. Image Sci. Vis. 15, 857–867 (1998).

[162] K. Matsushima, H. Schimmel, and F. Wyrowski, “Fast calculation method for optical

diffraction on tilted planes by use of the angular spectrum of plane waves,” J. Opt. Soc.

Am. A 20, 1755–1762 (2003).

[163] K. Matsushima, “Formulation of the rotational transformation of wave fields and their

application to digital holography,” Appl. Opt. 47, D110-D116 (2008).

[164] W.M. Ash, L.G. Krzewina, and M.K. Kim, “Quantitative imaging of cellular adhe-

sion by total internal reflection holographic microscopy,” Appl. Opt. 48, H144-H152

(2009).

[165] Y. Takaki and H. Ohzu, “Hybrid holographic microscopy: visualization of three-

dimensional object information by use of viewing angles,” Appl. Opt. 39, 5302–5308

(2000).

[166] L.F. Yu and M.K. Kim, “Variable tomographic scanning with wavelength scanning digital

interference holography,” Opt. Commun. 260, 462–468 (2006).

[167] L.F. Yu and M.K. Kim, “Wavelength scanning digital interference holography for vari-

able tomographic scanning,” Opt. Express 13, 5621–5627 (2005).

[168] E. Cuche, P. Marquet, and C. Depeursinge, “Aperture apodization using cubic spline

interpolation: application in digital holographic microscopy,” Opt. Commun. 182, 59–69

(2000).

[169] P. Ferraro, S. Grilli, and D. Alfieri, “Extended focused image in microscopy by digital

holography,” Opt. Express 13, 6738–6749 (2005).

[170] F. Dubois, C. Schockaert, N. Callens, and C. Yourassowsky, “Focus plane detection

criteria in digital holography microscopy by amplitude analysis,” Opt. Express 14, 5895–

5908 (2006).

SPIE Reviews 018005-46 Vol. 1, 2010

Downloaded from SPIE Digital Library on 17 May 2010 to 131.247.116.180. Terms of Use:  http://spiedl.org/terms



Kim: Principles and techniques. . .

[171] F. Le Clerc, M. Gross, and L. Collot, “Synthetic-aperture experiment in the visible with

on-axis digital heterodyne holography,” Opt. Lett. 26, 1550–1552 (2001).

[172] J.H. Massig, “Digital off-axis holography with a synthetic aperture,” Opt. Lett. 27, 2179–

2181 (2002).

[173] L. Martinez-Leon and B. Javidi, “Synthetic aperture single-exposure on-axis digital

holography,” Opt. Express 16, 161–169 (2008).

[174] V. Mico, Z. Zalevsky, P. Garcia-Martinez, and J. Garcia, “Superresolved imaging

in digital holography by superposition of tilted wavefronts,” Appl. Opt. 45, 822–828

(2006).

[175] M. Paturzo, F. Merola, S. Grilli, S. De Nicola, A. Finizio, and P. Ferraro, “Super-resolution

in digital holography by a two-dimensional dynamic phase grating,” Opt. Express 16,

17107–17118 (2008).

[176] C. Liu, Z.G. Liu, F. Bo, Y. Wang, and J.Q. Zhu, “Super-resolution digital holographic

imaging method,” Appl. Phys. Lett. 81, 3143–3145 (2002).

[177] F. Charriere, T. Colomb, F. Montfort, E. Cuche, P. Marquet, and C. Depeursinge, “Shot-

noise influence on the reconstructed phase image signal-to-noise ratio in digital holo-

graphic microscopy,” Appl. Opt. 45, 7667–7673 (2006).

[178] F. Charriere, B. Rappaz, J. Kuhn, T. Colomb, P. Marquet, and C. Depeursinge, “Influence

of shot noise on phase measurement accuracy in digital holographic microscopy,” Opt.

Express 15, 8818–8831 (2007).

[179] M. Gross and M. Atlan, “Digital holography with ultimate sensitivity,” Opt. Lett. 32,

909–911 (2007).

[180] F. Charriere, N. Pavillon, T. Colomb, C. Depeursinge, T.J. Heger, E.A.D. Mitchell,

P. Marquet, and B. Rappaz, “Living specimen tomography by digital holo-

graphic microscopy: morphometry of testate amoeba,” Opt. Express 14, 7005–7013

(2006).

[181] M. Debailleul, B. Simon, V. Georges, O. Haeberle, and V. Lauer, “Holographic mi-

croscopy and diffractive microtomography of transparent samples,” Meas. Sci. Technol.

19, 074009 (2008).

[182] L.F. Yu, S. Mohanty, J. Zhang, S. Genc, M.K. Kim, M.W. Berns, and Z.P. Chen,

“Digital holographic microscopy for quantitative cell dynamic evaluation during laser

microsurgery,” Opt. Express 17, 12031–12038 (2009).

[183] S. Schedin, G. Pedrini, and H.J. Tizian, “Pulsed digital holography for deformation

measurements on biological tissues,” Appl. Opt. 39, 2853–2857 (2000).

[184] I. Moon and B. Javidi, “3-D visualization and identification of biological microorganisms

using partially temporal incoherent light in-line computational holographic imaging,”

IEEE Trans. Med. Imaging 27, 1782–1790 (2008).

[185] K.D. Hinsch, “3-dimensional particle velocimetry,” Meas. Sci. Technol. 6, 742–753

(1995).

[186] K.D. Hinsch, “Holographic particle image velocimetry,” Meas. Sci. Technol. 13, R61-R72

(2002).

[187] K.D. Hinsch. Holographic Particle Iimage Velocimetry, Iop Publishing Ltd., Bristol, UK

(2002).

[188] B. Skarman, J. Becker, and K. Wozniak, “Simultaneous 3D-PIV and temperature mea-

surements using a new CCD-based holographic interferometer,” Flow Meas. Instrum. 7,

1–6 (1996).

[189] F. Dubois and P. Grosfils, “Dark-field digital holographic microscopy to investigate

objects that are nanosized or smaller than the optical resolution,” Opt. Lett. 33, 2605–

2607 (2008).

[190] G. Coppola, P. Ferraro, M. Iodice, S. De Nicola, A. Finizio, and S. Grilli, “A digital holo-

graphic microscope for complete characterization of microelectromechanical systems,”

Meas. Sci. Technol. 15, 529–539 (2004).

SPIE Reviews 018005-47 Vol. 1, 2010

Downloaded from SPIE Digital Library on 17 May 2010 to 131.247.116.180. Terms of Use:  http://spiedl.org/terms



Kim: Principles and techniques. . .

[191] A. Bosseboeuf and S. Petitgrand. Characterization of the Static and Dynamic Behaviour

of M(O)EMS by Optical Techniques: Status and Trends, Iop Publishing Ltd., Bristol, UK

(2003).

[192] S. Grilli, P. Ferraro, M. Paturzo, D. Alfieri, and P. De Natale, “In-situ visualization,

monitoring and analysis of electric field domain reversal process in ferroelectric crystals

by digital holography,” Opt. Express 12, 1832–1842 (2004).

[193] V. Apostolopoulos, L. Laversenne, T. Colomb, C. Depeursinge, R.P. Salathe, M. Pollnau,

R. Osellame, G. Cerullo, and P. Laporta, “Femtosecond-irradiation-induced refractive-

index changes and channel waveguiding in bulk Ti3+: Sapphire,” Appl. Phys. Lett. 85,

1122–1124 (2004).

[194] R. Osellame, N. Chiodo, V. Maselli, A. Yin, M. Zavelani-Rossi, G. Cerullo, P. Laporta,

L. Aiello, S. De Nicola, P. Ferraro, A. Finizio, and G. Pierattini, “Optical properties of

waveguides written by a 26 MHz stretched cavity Ti : sapphire femtosecond oscillator,”

Opt. Express 13, 612–620 (2005).

[195] L.F. Yu, G. Pedrini, W. Osten, and M.K. Kim, “Three-dimensional angle measurement

based on propagation vector analysis of digital holography,” Appl. Opt. 46, 3539–3545

(2007).

[196] E. Shaffer, N. Pavillon, J. Kuhn, and C. Depeursinge, “Digital holographic microscopy

investigation of second harmonic generated at a glass/air interface,” Opt. Lett. 34, 2450–

2452 (2009).

[197] C. Barsi, W.J. Wan, and J.W. Fleischer, “Imaging through nonlinear media using digital

holography,” Nat. Photonics 3, 211–215 (2009).

[198] T. Colomb, P. Dahlgren, D. Beghuin, E. Cuche, P. Marquet, and C. De-

peursinge, “Polarization imaging by use of digital holography,” Appl. Opt. 41, 27–37

(2002).

[199] F. Charriere, A. Marian, F. Montfort, J. Kuehn, T. Colomb, E. Cuche, P. Marquet, and

C. Depeursinge, “Cell refractive index tomography by digital holographic microscopy,”

Opt. Lett. 31, 178–180 (2006).

[200] N.M. Dragomir, X.M. Goh, and A. Roberts, “Three-dimensional refractive index re-

construction with quantitative phase tomography,” Microscopy Res. Technique 71, 5–10

(2008).

[201] T. Kozacki, R. Krajewski, and M. Kujawinska, “Reconstruction of refractive-index dis-

tribution in off-axis digital holography optical diffraction tomographic system,” Opt.

Express 17, 13758–13767 (2009).

[202] W.S. Choi, C. Fang-Yen, K. Badizadegan, R.R. Dasari, and M.S. Feld, “Extended depth

of focus in tomographic phase microscopy using a propagation algorithm,” Opt. Lett. 33,

171–173 (2008).

[203] W. Choi, C. Fang-Yen, K. Badizadegan, S. Oh, N. Lue, R.R. Dasari, and M.S. Feld,

“Tomographic phase microscopy,” Nat. Methods 4, 717–719 (2007).

[204] A. Devaney and J. Cheng, “Optical diffraction tomography in an inhomogeneous back-

ground medium,” Meas. Sci. Technol. 19, 085505 (2008).

[205] J. Lobera and J.M. Coupland, “Optical diffraction tomography in fluid velocimetry: the

use of a priori information,” Meas. Sci. Technol. 19, 074013 (2008).

[206] J. Pomarico, U. Schnars, H.J. Hartmann, and W. Juptner, “Digital recording and numerical

reconstruction of holograms – a new method for displaying light in-flight,” Appl. Opt.

34, 8095–8099 (1995).

[207] B. Nilsson and T.E. Carlsson, “Direct three-dimensional shape measurement by digital

light-in-flight holography,” Appl. Opt. 37, 7954–7959 (1998).

[208] G. Pedrini and H.J. Tiziani, “Short-coherence digital microscopy by use of a lensless

holographic imaging system,” Appl. Opt. 41, 4489–4496 (2002).

[209] T. Nomura, M. Okamura, E. Nitanai, and T. Numata, “Image quality improvement

of digital holography by superposition of reconstructed images obtained by multiple

wavelengths,” Appl. Opt. 47, D38-D43 (2008).

SPIE Reviews 018005-48 Vol. 1, 2010

Downloaded from SPIE Digital Library on 17 May 2010 to 131.247.116.180. Terms of Use:  http://spiedl.org/terms



Kim: Principles and techniques. . .

[210] M. Atlan, M. Gross, P. Desbiolles, E. Absil, G. Tessier, and M. Coppey-Moisan, “Het-

erodyne holographic microscopy of gold particles,” Opt. Lett. 33, 500–502 (2008).

[211] T.C. Poon, “Scanning holography and two-dimensional image-processing by acoustoop-

tic 2-pupil synthesis,” J. Opt. Soc. Am. A-Opt. Image Sci. Vis. 2, 521–527 (1985).

[212] T.C. Poon, K.B. Doh, B.W. Schilling, M.H. Wu, K. Shinoda, and Y. Suzuki, “3-

Dimensional microscopy by optical-scanning holography,” Opt. Eng. 34, 1338–1344

(1995).

[213] T.C. Poon, T. Kim, G. Indebetouw, B.W. Schilling, M.H. Wu, K. Shinoda, and Y. Suzuki,

“Twin-image elimination experiments for three-dimensional images in optical scanning

holography,” Opt. Lett. 25, 215–217 (2000).

[214] J. Swoger, M. Martinez-Corral, J. Huisken, and E.H.K. Stelzer, “Optical scanning holog-

raphy as a technique for high-resolution three-dimensional biological microscopy,” J.

Opt. Soc. Am. A-Opt. Image Sci. Vis. 19, 1910–1918 (2002).

[215] T.C. Poon, K.B. Doh, B. Schilling, K. Shinoda, Y. Suzuki, and M.H. Wu, “Holographic

three-dimensional display using an electron-beam-addressed spatial light modulator,”

Opt. Rev. 4, 567–571 (1997).

[216] B.W. Schilling, T.C. Poon, G. Indebetouw, B. Storrie, K. Shinoda, Y. Suzuki, and M.H.

Wu, “Three-dimensional holographic fluorescence microscopy,” Opt. Lett. 22, 1506–

1508 (1997).

[217] G. Indebetouw, P. Klysubun, T. Kim, and T.C. Poon, “Imaging properties of scanning

holographic microscopy,” J. Opt. Soc. Am. A-Opt. Image Sci. Vis. 17, 380–390 (2000).

[218] G. Indebetouw and P. Klysubun, “Space-time digital holography: A three-dimensional

microscopic imaging scheme with an arbitrary degree of spatial coherence,” Appl. Phys.

Lett. 75, 2017–2019 (1999).

[219] G. Indebetouw and P. Klysubun, “Spatiotemporal digital microholography,” J. Opt. Soc.

Am. A-Opt. Image Sci. Vis. 18, 319–325 (2001).

[220] G. Indebetouw and P. Klysubun, “Imaging through scattering media with depth resolution

by use of low-coherence gating in spatiotemporal digital holography,” Opt. Lett. 25, 212–

214 (2000).

[221] J.C. Marron and T.J. Schulz, “3-dimensional, fine-resolution imaging using laser fre-

quency diversity,” Opt. Lett. 17, 285–287 (1992).

[222] J.C. Marron and K.S. Schroeder, “3-dimensional lensless imaging using laser frequency

diversity,” Appl. Opt. 31, 255–262 (1992).

[223] M.K. Kim, “Tomographic three-dimensional imaging of a biological specimen using

wavelength-scanning digital interference holography,” Opt. Express 7, 305–310 (2000).

[224] M.K. Kim, “Wavelength-scanning digital interference holography for optical section

imaging,” Opt. Lett. 24, 1693–1695 (1999).

[225] M.C. Potcoava and M.K. Kim, “Fingerprint biometry applications of digital holography

and low-coherence interferography,” Appl. Opt. 48, H9-H15 (2009).

[226] M.C. Potcoava and M.K. Kim, “Optical tomography for biomedical applications by

digital interference holography,” Meas. Sci. Technol. 19, 074010 (2008).

[227] F. Montfort, T. Colomb, F. Charriere, J. Kuhn, P. Marquet, E. Cuche, S. Herminjard,

and C. Depeursinge, “Submicrometer optical tomography by multiple-wavelength digital

holographic microscopy,” Appl. Opt. 45, 8209–8217 (2006).

[228] J. Kuhn, F. Montfort, T. Colomb, B. Rappaz, C. Moratal, N. Pavillon, P. Marquet, and

C. Depeursinge, “Submicrometer tomography of cells by multiple-wavelength digital

holographic microscopy in reflection,” Opt. Lett. 34, 653–655 (2009).

[229] F. Le Clerc, L. Collot, and M. Gross, “Numerical heterodyne holography with two-

dimensional photodetector arrays,” Opt. Lett. 25, 716–718 (2000).

[230] P. Picart, J. Leval, D. Mounier, and S. Gougeon, “Time-averaged digital holography,”

Opt. Lett. 28, 1900–1902 (2003).

[231] F. Joud, F. Laloe, M. Atlan, J. Hare, and M. Gross, “Imaging a vibrating object by

sideband digital holography,” Opt. Express 17, 2774–2779 (2009).

SPIE Reviews 018005-49 Vol. 1, 2010

Downloaded from SPIE Digital Library on 17 May 2010 to 131.247.116.180. Terms of Use:  http://spiedl.org/terms



Kim: Principles and techniques. . .

Myung K. Kim is a professor of physics at the University of South Florida

(USF), Tampa, and directs the Digital Holography and Microscopy Lab-

oratory. His PhD degree is from the University of California, Berkeley in

1986. After postdoctoral research at the SRI International in Menlo Park,

California, he went on to an assistant professor position at Wayne State

University, Detroit, Michigan, in 1988, where he stayed until his move

to USF in 1995. His current research interests are in the development of

novel techniques and applications in digital holography, microscopy, in-

terference imaging, optical tomography, and biomedical imaging, as well

as manipulation of particles and microbes by optical force. His publication list includes more

than 120 publications and eight patents granted or pending.

SPIE Reviews 018005-50 Vol. 1, 2010

Downloaded from SPIE Digital Library on 17 May 2010 to 131.247.116.180. Terms of Use:  http://spiedl.org/terms


